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1.0 Introduction

This report documents the work performed under a modification to the Dismounted Warrior
Network Enhancements for Restricted Terrain (DWN ERT) Delivery Order, #0055. The DWN
ERT DO was awarded by STRICOM on September 4, 1997. The modification for a DWN
Capstone Study was appended to the DWN ERT DO on March 27, 1998 (mod 10). A second
modification was appended to the DO on August 28, 1998 (mod 17); this modification changed
the period of performance of the Capstone Study and provided some additional funding. This
report for the DWN Capstone Study effort completes the technical effort associated with the
Planning and Analysis portion of the contract modification.

1.1 Background

Several years ago the Dismounted Battlespace Battlelab (DBBL) and the US Army Infantry
Center (USAIC) identified the need for immersive virtual simulation. In February of1994 DBBL
hosted an Individual Combatant and Simulation Symposium to focus attention on the “... critical
requirement to improve the representation of Individual Combatants across all modeling and
simulation domains, for the purpose of improved Warfighting, Training, and Combat
Development” [ref 1]. These requirements prompted the Simulation Training and Instrumentation
Command (STRICOM) to articulate the need for DWN in the Individual Combatant Simulation
Technology Transfer Plan in November of 1995. This in turn resulted in the original DWN
project, awarded under STRICOM’s ADST II contract in June, 1996. Lockheed Martin is the
prime contractor and system integrator for ADST II.

VIC Alpha
VIC BravoVIC Charlie

VIC Foxtrot

DI SAF (Dismounted Infantry Semi Automated Forces)

Simulation
Network

Engineering Experiments

Orlando, May 1997

• Evaluate technologies to support
Dismounted Infantry individual task
performance in a virtual environment

User Exercises

Fort Benning, June 1997

• Evaluate the DWN systems ability to
support execution of Dismounted Infantry
small unit tasks and missions within a
virtual environment

Figure 1-1: First Instantiation of Dismounted Warrior Network (DWN)
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The primary objective of this project was the integration of a number of existing virtual simulation
systems into an interoperable network of individual soldier simulators and simulations. Virtual
Individual Combatant Simulators (VICs) developed by STRICOM, TRAC-WSMR, NPS and
NAWC-TSD were integrated with DISAF (dismounted infantry semi-automated forces), a
modified version of the Marine Corps Individual Combatant (IC) SAF, and installed at the Land
Warrior Testbed (LWTB) at Fort Benning in May of 1997. See Figure 1-1.

This first instantiation of the DWN was utilized to support an initial set of experiments in late May
and early June 1997. These experiments have shown the value of the DWN to assess the utility of
the emerging “immersive” simulation technologies[ref 2], both from a part-task engineering
perspective and from a mission-oriented user perspective. Combined with the comprehensive
Simulation Task Analysis that was conducted as a parallel activity, the DWN program has made a
good start at accomplishing its initial mission, the definition of requirements for IC simulation [ref
3].

Figure 1-2: Current Instantiation of Dismounted Warrior Network (DWN)

In September of 1998 a follow-on project was initiated, with a focus on Military Operations in
Urban Terrain (MOUT). The new project was entitled DWN Enhancements for Restricted Terrain
(DWN ERT). New low cost VICs recently acquired by DBBL were modified based on lessons
learned in the first set of experiments. New locomotion methods were introduced, improved low-
cost visual systems were incorporated, and new aiming techniques were implemented. In addition,
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the DISAF was modified to support operations inside buildings. Experiments were conducted in
July 1998 with these modified systems. See Figure 1-2.

MOUT Experiments

The goal of this round of experiments was to investigate how well a fireteam of VICs and DISAF
could support MOUT tasks at the individual soldier, fireteam, squad, and platoon levels.
Engineering experiments, live tests at the McKenna MOUT site, and user experiments were
conducted. These experiments were similar to those conducted originally during DWN, focusing
on basic tasks supporting individual and, to a lesser extent, collective task performance. An urban
building assault and room clearing scenario was used for the mission-oriented user exercises. The
results are documented in the DWN ERT Final Report [ref 4].

Subjective assessments indicate that the fidelity of the immersion in the synthetic environment was
“good enough to suspend disbelief “ such that the soldiers were fully engaged in the mission at
hand. Technical improvements are still needed in the areas of weapon aiming and in visual scene
detail, among others, but the potential of virtual simulation to support DoD M&S needs was
demonstrated.

Technology Assessment

The technologies and systems required to fully immerse the infantryman in the virtual environment
are not fully matured. Movement through the synthetic environment, whether by foot pedal,
joystick mounted on the rifle, or the omni-directional treadmill, is difficult in close quarters, such
as inside buildings. The locomotion control mechanisms require more work to give the soldier
better dynamic range of control, so he can move in small increments without losing the ability to
move quickly. The feedback control software on the treadmill also requires more work before the
soldier will be able to walk in something approaching a natural gait. The visual feedback, though
improved from prior systems, does not consistently provide good depth cues to the soldiers,
especially inside buildings. For example, it is sometimes difficult to distinguish a cinder block wall
in the hallway from a cinder block wall in the back of a room that is visible through an open
hallway door. Further, there is no tactile feedback - the soldier cannot lean up against a wall, or
bump into another fireteam member, and receive the physical, tactile feedback he would receive in
the real world. Collision detection software prevents the soldiers from walking through a wall,
but there is no corresponding physical feedback to corroborate his visual perception.

Immersion is much more difficult for the infantryman than for the traditional simulator user - the
fighter pilot or the tank commander. Vehicles are easier to simulate because vehicles constitute
the soldier’s immediate environment; the vehicle, not the soldier, interacts with the synthetic
environment. The vehicle simulation can replicate moving on real ground via motion platforms
and sophisticated software. But convincing the human to believe he is interacting with real
objects, even walking on the ground, is a far different matter.

SAF technology is also immature for modeling individual combatants. SAF systems have been
primarily designed to operate in an armored vehicle environment, and these systems do not
convert readily to individual-level simulation. Simulating individual soldiers requires developing
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models for how humans move, what actions they can perform, how they manipulate weapons and
equipment, how they sense, and how they communicate. It also requires modeling the
environment in much greater detail than is required for vehicles.

Even given the fact that many technical challenges remain before DI simulators achieve the level
of performance found in many vehicle simulators, these simulations have come a long way in the
short span of the DWN program. Performance in computing power, display resolution, display
field of view and graphics fidelity have all improved with a corresponding reduction in cost. The
development partners participating in DWN have brought their visions of DI simulation to the
user and let them be put to the test. Their participation involved personal and business risk, and
we believe that the experiments have shown that as these simulators continue their development,
they are homing in on target.

We also believe that applications exist today which could benefit from the utilization of existing
and near-term individual combatant oriented virtual simulation systems. Some examples follow.

Applications

Advanced systems such as Land Warrior (LW) and Objective Individual Combat Weapon
(OICW) are for the most part being developed with the aid of engineering (physical) and
constructive (analytic) simulations. Prototypes are built, tested, modified, tested again, and so
forth. Virtual simulations such as DWN could aid these developments via a “simulate-test-
simulate” paradigm. This is also referred to as virtual prototyping, or more recently, simulation-
based acquisition. A new weapon or even a design change to an existing weapon system is
proposed, and before any physical prototyping occurs, the idea is simulated and tested. This
approach can’t prove that a design will work, but it can prove that something won’t work, thus
allowing the developers to move onto the next iteration before wasting any more time and money.
And it can suggest that a new approach might work and therefore ought to be considered further.

Though not designed for precision gunnery training, DWN could be used to support the
development of training doctrine for advanced systems, such as LW and OICW. Once fielded,
virtual simulators modified with high fidelity LW and OICW simulations could be used to provide
individual and collective training. When these complex systems are fielded virtual simulators may
well prove to be just as cost effective for training as aircraft and tank simulators are today.

Another potential application of IC virtual simulation is the collection of human performance data
that would otherwise be difficult to generate. For example, the U.S. Army Materiel Systems
Analysis Activity (AMSAA) recently conducted an experiment at the LWTB to collect “quick-
kill” performance data in a MOUT environment. AMSAA was interested in estimating the
probabilities of hit, kill, and exposure for close engagements; DWN provided a means to collect
this data.

Summary

Virtual simulation technology, though not fully matured, has intrinsic value for a number of IC
simulation applications. Virtual simulation does not replace other simulation tools, rather it can
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help to fill in the gaps that currently exist in the engineering, constructive and live simulation
domains and save developers time and dollars.

The DWN systems are permanently housed at the Land Warrior Testbed in a Government Owned
Contractor Operated (GOCO) facility under the auspices of STRICOM and DBBL. In the near
future additional VICs will be integrated into the LWTB, providing the Army with a true “Squad
Synthetic Environment” aimed squarely at meeting the needs of the infantryman of the twenty-first
century. These assets are available to serve the needs of DoD.

The DWN and DWN ERT Final Reports documented what happened during the entire DWN
program. As such, they tend to be backward looking, recording successes, failures, and lessons
learned. A balancing look to the future is needed, applying the lessons learned and identifying
ways to overcome the shortcomings uncovered with the current generation of DI simulators. This
look ahead is supplied by this Capstone Study Report. Its intent is to capture the lessons learned
from both phases of DWN, to tie these back to the simulation task analysis to the extent possible,
and to project ahead to what should be done to the VICs and DISAF to establish a solid
foundation upon which future simulation systems can be built. For whatever shortcomings exist at
present, the future most certainly will include manned and SAF dismounted infantry simulations
that will be applied across a variety of training, research, and development activities.

1.2 Objectives

Significant investment has been made by STRICOM in the development of DWN for the LWTB.
It is appropriate to reflect on lessons learned from work performed to date to identify technology
limitations and needs, to identify potential High Level Architecture (HLA)-based DI simulator
architectures, to identify future applications of DWN, to develop strawman designs for them
consistent with the DI simulation architecture, to identify V&V needs, and to identify potential
general purpose DWN enhancements.

The specific study objectives are summarized as follows:

a) Identify DWN technology limitations and needs

b) Identify DI simulation architectures compliant with HLA

c) Identify potential applications of DWN

d) Assess verification and validation (V&V) needs

e) Identify potential general purpose enhancements to DWN

f) Assess DWN capabilities with respect to the IC Simulation Task Analysis

1.3 Assumptions

The following assumptions were made in the performance of this effort:

1. The contract award would take the form of a mod to the DWN ERT DO via the Unilateral DO (UDO)
process.

2. The basic DWN ERT DO would provide the PMO effort in the areas of program management and
contracts support.
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1.4 Security Classification Level

This effort was conducted at the unclassified level.

2. Applicable Documents

2.1 Government
1. Statement Of Work For Dismounted Warrior Network Enhancements for Restricted Terrain (DWN

ERT) DO, AMSTI-97-W062, Rev D, dated 21 August 1998.

2. SOW Appendix F to DWN ERT, Capstone Study, Rev A, dated 4 August 1998.

2.2 Non-Government

Referenced documents are listed at the end of this report.

3. Study Findings

3.1 Study Overview

This study was undertaken as a “capstone” to the DWN project, which is in the process of
winding down. The DWN ERT DO will complete in March of 1999. The DWN IPT felt that it
was appropriate to undertake a study to reflect on lessons learned from work performed to date,
to identify technology limitations and needs, to identify potential HLA-based DI simulator
architectures, to identify future applications of DWN, to develop strawman designs for them
consistent with the DI simulation architecture, to identify V&V needs, and to identify potential
general purpose DWN enhancements. Thus, the study is both a look back and a look ahead at the
state of simulation for the Dismounted Infantryman.

The overall approach to the study is illustrated in Figure 3.1-1. The study begins with a three
pronged look at DI simulation capabilities/requirements: Technology Analysis, Lessons Learned,
and Applications. ‘Technology Analysis’ entails a quick review of the state of the art in DI
simulation from both VIC and SAF perspectives. Essentially, this is an update to the technology
analyses that were performed at the beginning of the DWN project in mid 1996 (ref 5), and again
prior to the beginning of the DWN ERT DO [ref 6]. ‘Lessons Learned’ looks back at the DWN
and DWN ERT projects and attempts to identify and summarize the pluses and minuses of the
VIC and SAF development efforts and experiments. Out of this effort should come a better
understanding of DI Simulation related limitations and needs. ‘Applications’ endeavors to identify
potential applications of DI Simulations, categorized against the major M&S domains defined by
the Army - ACR, RDA and TEMO. To facilitate this effort we define a DI Simulation system
baseline, which we call the Squad Synthetic Environment or SSE. The output of this
‘Applications’ phase is a set of requirements that are placed on the systems comprising the SSE.
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Technology Analysis Lessons Learned Applications
• ACR, RDA, TEMO

System Synthesis & Strawman Designs
• HLA/DIS Compliant DI Simulation Architecture - VIC, SAF
• Strawman Designs for Selected Application(s) - VIC, SAF
• Assess requirements via Simulation Task Analysis

Final Report (CDRL AB09)
• Assess V&V Needs
• Identify DWN Enhancements

Available
Capabilities

Limitations
& Needs

Requirements for
Applications

Figure 3.1-1: Capstone Study Approach Overview

The ‘System Synthesis and Strawman Design’ phase of the Capstone Study is undertaken next. In
this phase of the study we utilize the findings of the three previous tasks as well as the results of
the Simulation Task Analysis previously performed under the DWN DO to identify candidate
architectures and designs for DI Simulation. We will downselect from the candidate applications
developed during the ‘Applications’ phase to a single application, which will in turn be utilized for
the strawman design effort. The architecture and design efforts will build upon the DI Simulation
System baseline defined earlier; i.e., the Squad Synthetic Environment will serve as the starting
point for this phase.

The final phase of the Capstone Study entails an assessment of Verification and Validation needs
and a consolidation of the study findings. It concludes with some suggested enhancements for the
Squad Synthetic Environment based on the perceived needs of potential users.

3.2 Technology Analysis

The technology analysis performed at the beginning of the DWN program [ref 5] reviewed several
VIC and SAF systems and technologies that were in existence or under development at that time.
The original table that summarized these systems is reproduced here as Table 3.2-1. The right-
most column reflects the proposed inclusion of the system into the DWN effort (this has been
updated to reflect what actually occurred). Most of these systems will be included in this
assessment as well to update any significant changes in performance or status.
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Table 3.2-1. Technologies Originally Assessed and Recommended for Dismounted Warrior Network
No Project Name Technologies and/or Capabilities Used in DWN?
a Dismounted Soldier System

(DSS) Initiative
(1) Video based body movement tracking
(2) Visual Animation of Human Figures
(3) Directional Sound
(4) Surrogate Weapon

Yes

Note: assume (3) and (4) added by
ECP to BAA

b Omni-Directional Treadmill
(ODT)

Locomotion Simulation Yes (integrate with NPSNET)

c TREADPORT Locomotion Simulation Yes (integrate with DSS)
d Visually Monitoring

Dismounted Infantry
Human Gestures No

e HMD Experiments Stereoscopic and monoscopic HMDs and
other VR display technologies; to support
performance evaluation and training of DI
tasks

Yes (indirect application to user
experiment design)

f NPSNET (1) Magnetic based body movement
tracking
(2) Visual Animation of Human Figures
(3) Surrogate Weapon
(4) Directional Sound
(5) Natural Language Processing (SRI )

Yes (visualization portion of
NPSNET evolved into BAYONET
during DWN ERT)

g Firearms Training System
(FATS)

Surrogate Weapon with laser pointing and
high fidelity M16 look and feel

No (FATS was in the original
plan, but dropped due to funding
limits and unavailability of GFE
ESIG)

g Southwest Research Institute Surrogate Weapon No (covered byTTES)
g Team Tactical Engagement

Simulator (TTES)
Surrogate Weapon; instrumented M16 is a
modified M-16 weapon

Yes - M16 for DSS and stand-
alone TTES (VIC Foxtrot)

h Soldier Station Analytic models (Janus) integrated with
virtual simulation

Yes for visualization for virtual
simulation; Janus not used

i High Resolution Terrain
Database

MOUT Terrain Database (MOUT
McKenna site at Fort Benning) has been
developed for STRADIS; TEC/DMA is also
developing a McKenna MOUT database

No to STRADIS MOUT database;
TEC/DMA MOUT database was
used as starting point for DWN

j Individual Combatant SAF IC SAF; improvements in terrain analysis,
task organization modifications, and
coordinated indirect fire; based on ModSAF

Yes (based on ModSAF)

j ModSAF DI Simulation IC SAF; limited DI capabilities at
individual and group level

Yes (IC SAF capabilities added)

j CCTT SAF DI Simulation IC SAF No (not ModSAF based)
I TTES SAF IC SAF No (not ModSAF based)
k CCTT DI Module (DIM) Joystick movement control, CRT displays,

digital radio
No (CCTT DIM was in original
DWN plan, but dropped to
unavailability of GFE ESIG)

l Simulation and Training Aid for
Dismounted Infantry Soldier
(STRADIS)

SAF with MOUT capability, special
knowledge data base built for McKenna
MOUT, very detailed MultiGen Flight
database for rendering on SGI IG

No (SAF is not ModSAF based)

m DI Guy Visual Animation of Human Figures Yes
n Immersive Virtual Environment

Prototyping Simulation System
(IVEPSS)

Natural Language Processing, others No (technology maturity)

o Dismounted Infantry Virtual
Environment (DIVE)

(1) Video based body movement tracking
(2) Directional Sound

No (technology maturity)

p Intelligent Tutoring System Computer based training for DI at
individual and platoon/squad level

No (technology maturity)

r Natural Language Processing Voice recognition and synthesis no (funding limitations)
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3.2.1 VIC Related

The integration of humans into virtual environments (VE), or virtual reality (VR) as it is popularly
called, has been an area of extensive research and development in military,academic, and
commercial sectors for several years. The motivations for this study range from basic research to
investigate perceptual and behavioral issues associated with using VR devices to the development
of VR games for sale to arcades and individual home users. Much of this research has some
applicability to VIC development [e.g, ref 7], but a comprehensive overview of all of this research
would far exceed the resources available for this task. Therefore, the review of VIC-related
technologies in this section has been limited to system-level technologies developed for or directly
applicable to individual combatant simulation (Sections 3.2.1.1 through 3.2.1.12), or system
components that uniquely contribute to the solution of a problem area specifically associated with
individual combatant simulation, such as locomotion (Sections 3.2.1.13 through 3.2.1.16).

3.2.1.1 Dismounted Soldier Simulation (DSS)

Veda, now Veridian, developed the DSS under a STRICOM contract. It combines the
technologies of human motion capture and wireless head mounted displays to produce a fully
immersed, DIS-compliant DI simulation capability. The motion capture capability is provided by
Biomechanics. It utilizes 4 cameras to capture the movement (translations and rotations) of
reflective markers placed on the body and weapon of one or more participants. A Datacube
image processing system processes the imagery from the cameras, then passes the data to an SGI
that is used to track the markers (they are occasionally obscured from view), and create the
animated figure(s), one per participant. The animation is performed by translating and rotating the
joints of a human figure model developed by Biomechanics. Directional sound is also included in
the DSS system.

Veda participated in both of the DWN efforts (VIC Alpha) and the DSS now resides at the Land
Warrior Testbed (LWTB) at Ft. Benning. DSS is still being marketed by Veridian, but we are not
aware of any sales of this system at this time.

3.2.1.2 NPSNET

NPSNET, a workstation-based DI simulator developed at the Naval Postgraduate School, is no
longer being actively supported by this agency. NPSNET has been modified and upgraded in
capability by RBD and in this form is known as BAYONET. Most of this effort was funded by
ADST II. BAYONET has participated in both DWN programs. In the initial DWN, BAYONET
was one of the four primary VICs (Charlie) during the engineering experiments, and was replaced
by Soldier Station during the user exercises. During DWN ERT, BAYONET was used as a role-
player station for both the Platoon Sergeant and Platoon Leader, as well as for the manned
OPFOR sniper. BAYONET also serves as the 3D viewer for DISAF. BAYONET is available
(without support) as GFE through ADST II.

3.2.1.3 Firearms Training System (FATS)

FATS uses a high fidelity surrogate weapon with laser pointing device and large screen rear
projection system. The laser position on the screen is detected via a sensor located near the
projector. The 2D version of FATS can use video-based or computer-generated imagery. A fly-
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out model is reported to be very accurate; depth in the scene is determined off-line and stored in
the computer memory.

In the original DWN proposal a 3D version of the FATS device was to be integrated with a GFE
ESIG visual system. Due to cost constraints, and the unavailability of an ESIG system from the
government, this plan had to be abandoned. Recent discussions with FATS personnel [ref 8] has
indicated the availability of a low cost, PC based visual 3D device, called the CST300D. The
laser based aiming is reported toaccurately simulate the actual performance of standard Army
weapons.

3.2.1.4 Tactical Team Engagement Simulator (TTES)

TTES, developed by NAWCTSD, utilizes a single channel Reality Engine driving a rear projection
screen. A high fidelity surrogate weapon is instrumented for trigger pull, and orientation is
determined via acoustic sensors. Mobility is provided by a foot pedal and a magnetic head
tracker.

TTES is now called the Small Unit Tactical Trainer (SUTT). Development of SUTT continues by
Southwest Research Institute (SwRI) for NAWCTSD. TTES participated in the original DWN
experiments (VIC Foxtrot) and had intended to participate in DWN ERT as the manned sniper
station, but did not due to schedule conflicts.

In a related effort, SwRI demonstrated at the I/ITSEC 1998 meeting a video see-through head
mounted display concept as an approach to integrate weapon sighting with head mounted displays
(HMD). Most HMDs block out the visual world in order to achieve the best possible display
contrast, among other reasons. For dismounted infantry applications, integration of HMDs with
weapon aiming has usually been achieved by simulating the weapon in the virtual environment,
e.g., VIC Alpha and VIC Golf during DWN ERT. SwRI’s approach uses traditional blue screen
chroma keying to mix the computer-generated imagery of the virtual world with real video of the
user’s weapons. The HMD worn by the user contains a color CCD camera that captures what the
user is looking at. The user stands before a blue screen, and whatever the camera sees is mixed in
with the virtual imagery. Thus, the user can aim his weapon, using the video of the weapon and
its sights, at objects generated by the image generator. While no tracking of the weapon was
demonstrated (and this is often the most difficult component of weapon simulation), the approach
does offer a novel means for integrating the use of weapons with an HMD-based display system.

3.2.1.5 Soldier Station

Soldier Station is an analytic tool that provides a virtual battlefield for simulating dismounted
soldier simulations at the squad and fireteam levels. Soldier Station was developed by TRAC-
WSMR and NPS. Soldier Station is DIS compatible and uses JackML for human figure
animation. Soldier Station provides a virtual battle field for the dismounted soldier based on
Janus’s constructive battlefield. Visualization of the 3-D terrain is provided by Soldier Station’s
Visualization Module, developed by NPS. It uses World Modeler to provide an interface that
allows Janus to communicate with the DIS world.
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We did not use Janus or the World Modeler in the DWN experiments. We used the Soldier
Station as a desktop VIC (VIC Charlie). A flybox with joystick provided the control for user
mobility as well as weapon aiming and shooting. Even though we only used the visualization
portion of Soldier Station for the experiments, its ties to Janus resulted in an inability for soldiers
using Soldier Station to maneuver inside buildings.

Soldier Station participated in the original DWN user exercises but not the follow-on DWN ERT
experiments. We are not aware of any further Soldier Station developments made recently.

3.2.1.6 CCTT Dismounted Infantry Module (DIM)

The CCTT DI Module or DIM consists of a 5 channel ESIG IG with CRTs arranged to provide a
180 degree horizontal field of view. The DIM includes a sound system and digital radio
simulation. A joystick provides mobility control for the squad leader. The DI squad leader
controls his movement through the environment via the joystick, and the CCTT SAF controlled
squad follows.

The CCTT DIM remains essentially unchanged since the first technology assessment.
Shortcomings of this trainer have been identified and improvements are being considered as P3I.
DWN-type immersive capabilities have been discussed as possible types of improvements. Later in
this report we discuss this idea further (Section 3.4.2.8).

3.2.1.7 Immersive Virtual Environment Prototyping Simulation System (IVEPSS)

IVEPSS is now marketed by Interface Technologies Corporation as TactX Simulator, a system
for dismounted infantry command strategy and tactics training. TactX is intended to provide
ground force leader training in tactical skills by allowing them to direct dismounted CGF in
simulated battlefield exercises. TactX allows the trainee to use voice and gesture (arm signal)
commands to direct the CGF and control the system, and provides virtual tools including
binoculars, a map and compass, and weapons including an M-16 and grenades. System
components include an image generator, head-mounted display, 3-D sound, spatial tracking,
instrumented glove, synthesized speech, and voice recognition. TactX is geared for leader
training rather than the individuals he directs.

3.2.1.8 Dismounted Infantry Virtual Environment (DIVE)

DIVE Labs is developed immersive individual combatant technologies under a STRICOM SBIR
contract. It consisted of a directional sound system, a rendering program called Amber, and video
based motion tracking. Conversations with STRICOM personnel [ref 9] have indicated that
development of DIVE has been discontinued.

3.2.1.9 Simulation Visualization System (SVS)

Reality by Design (RBD) has developed a COTS dismounted infantry version of the SVS that
includes a moderately wide field of view projection display, simulated weapon, PC-based image
generator, and a simulation system that allows a single user to interact with the virtual
environment as a single dismounted infantry soldier. This product, which did not exist at the time
of the first technology analysis, has been procured by DBBL and forms the basis of the squad
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synthetic environment (SSE) proposed proposed by Ft. Benning. The SVS is discussed further in
the context of the SSE later in this report (Section 3.4.1.1).

3.2.1.10 Engagement Skills Trainer

The US Army’s contract for the Engagement Skills Trainer (EST) was recently awarded to a team
headed by ECC International Corp. The Engagement Skills Trainer uses modified weapons,
projected 3D computer imagery, and laser pointing devices to teach small arms marksmanship and
combat engagement skills. In addition to ECC, the winning team includes Shorts Brothers of
Northern Ireland, Omega Training Group, and FATS. The system is to provide training scenarios
from simple target marksmanship ranges to dynamic squad missions such as defense, ambush,
anti-terrorism, and special operations in open or MOUT environments under a variety of
environmental conditions. Fielding for the trainers is scheduled to begin in FY 99. Shooter
mobility is not a requirement.

Aiming accuracy is reportedly better than the actual weapons that the EST simulates. This claim
is supported by the government accuracy requirement for EST: "It is desired that the system
accuracy, not including weapon ballistic modeling, not be larger than a 0.2 mil error. System
accuracy shall provide for accurately modeling the hit probabilities of the mostaccurate weapon,
i.e. the M16A2 with the addition of M16A2 characteristic dispersion" [ref 10].

3.2.1.11 Small Arms Simulator Testbed (SAST)

SAST II was developed by NAWCTSD with the stated objective to “provide a reconfigurable
engineering tool to the small arms community using modeling and simulation techniques for
design, evaluation, modifications, and testing of new weapon concepts.” It provides a moderately
wide-screen projection display of PC based 3D visuals, laser based high-speed weapon tracking,
and weapon recoil simulation. SAST has been used in support of the OICW (Objective Individual
Combatant Weapon) program [ref 11]. As with the EST, shooter mobility is not a requirement.

3.2.1.12 Cybersphere

Cybersphere exists in concept only, the idea of VR_Systems UK. A similar concept was
developed and patented by David Carmein, originator of the Omni-Directional Treadmill (see next
item). The basic idea is a combination of a locomotion and display device. As a locomotion
device, it is similar to the plexiglass balls that hamsters and other such pets can use to move
through the house without actually being loose. The Cybersphere rests on a cushion of air so that
the sphere and the user inside of it stays in place. The sphere doubles as a projection system
display, with multiple projectors outside of the sphere providing 360° coverage.

3.2.1.13 Omni-Directional Treadmill (ODT)

The ODT was developed under a STRICOM BAA to David Carmein of Virtual Space Devices.
It allows 360° hands-free walking and running movement. The ODT was used in conjunction
with the walk-in synthetic environment (WISE) display during DWN, and with an HMD during
DWN ERT. The device has demonstrated that the concept works, but several improvements are
required before it will be a candidate for widespread use. No further development is currently
planned for the ODT, except for some control algorithm enhancements by the Army Research
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Lab. David Carmein has developed a design for a second generation omni-directional treadmill,
but we are not aware of any development plans for the device at this time.

3.2.1.14 TREADPORT

Sarcos Research Corporation developed a treadmill for the October1995 AUSA show, called
Treadport. It consists of a bi-directional treadmill with motors and motor controllers; a tether
assembly, including a tether support, drive motor, transmission, and hip belt; real-time processing
assembly and associated electronics to control the device and to interface to external systems via
ethernet; and a superstructure, including gantry and safety harness. The Treadport supports
hands-free walking, running, crawling, and sitting. Direction is controlled by hip movement
sensed by the tethering device. The tethering device also provides force feedback and helps to re-
center the individual.

Sarcos still advertises four ‘mobility portal’ products on its web site: the UniPort, TreadPort,
BiPort, and OmniPort. A new Sarcos Treadport has been constructed, which is a revised design
over the original based upon experience in its use (see Figure 3.2.1-1). A larger walking surface,
a redesigned mechanical tether, and three back-projection systems for surround vision are key
components. This redesign was supported by the Office of Naval Research through the Defense
University Research Instrumentation Program. Key features of the new design are:

� A 6x10' running surface for greater
maneuverability (compared to the
previous 4x8' surface).

� The belt surface is white, to allow for
floor projection.

� A fast tilt mechanism (20 degrees in 1
second) with center of rotation at the
platform center.

� A faster and stronger mechanical tether,
with a redesigned attachment point.

� An enhanced CAVE visual display (see
Section 3.2.1.17).

Figure 3.2.1 -1. Enhanced Treadport

3.2.1.15 OmniTrek
Computer Graphics Systems Development Corp (CGSD) has been developing a device for three
dimensional walking in virtual space since about 1996. The objective was the construction of a
prototype 3-axis locomotion simulator, called OmniTrek™, for use by dismounted infantry in
virtual environments. Walking and running were to be simulated in a small area, including turning,
climbing, and descending. The operating principle was that the user's feet would be tracked and a
footpad surface only slightly larger than the size of a human foot would be placed in the correct
position and velocity to be stepped upon. Robotic mechanisms would be used to place and move
each of the two footpads needed for the simulator. The footpads would be designed to quickly
retract into a flat working surface, so that the user could assume kneeling, prone, and other
postures that require surface contact with the body. The user could theoretically be untethered,
but safety considerations would suggest otherwise.
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OmniTrek development has been discontinued due to a shortage of funds [ref 12].

3.2.1.16 Cybernet Dismount Soldier Locomotion Simulator

Cybernet Systems Corporation, under a STRICOM Phase 2 SBIR (Small Business Innovative
Research) contract, has built a locomotion simulator that is similar in many ways to the OmniTrek
simulator discussed above. It consists of an electro-mechanical device with independent footpads
that move with the user’s feet as he strides, and then jump ahead ‘just in time’ to be under the
user’s foot as he steps forward to begin his next stride. As noted, a prototype device has been
built and tested by Cybernet, but has not been integrated into a simulation. According to
Cybernet, STRICOM has informed them that it does not want to take delivery of the device, so its
future is in limbo.

As part of the development effort for this device, Cybernet has developed an optical tracking
system using active LED attached to the user and a linear array of cameras. They claim that they
can track up to 30 LEDs at 30 Hz over a 12’ x 12’ x man-height volume with sub-millimeter
accuracy. They claim that when completed, the tracking system should be available at roughly
one-half the cost of magnetic tracking systems. However, two systems may be required to
compensate for LEDs that may be occluded by the user’s movements.

3.2.1.17 Related Technologies

The original DWN Technology Analysis reviewed several technologies that could potentially
contribute to dismounted infantry simulation but were not uniquely suited to this application.
These included HMDs (head- or helmet-mounted displays), BDI’s human animation model (DI-
Guy), intelligent tutoring systems, and natural language processing systems. All of these
technologies have and will continue to evolve as basic research and hardware advances continue.
Several of the DI-Guy enhancements that particularly benefit dismounted infantry applications
have had their impetus and funding through DWN.

The technologies discussed above in Sections 3.2.1.13 through 3.2.1.16 are aimed at providing a
means for the user to move through the virtual environment. This is a significant issue for
dismounted infantry (‘foot soldier’) simulation; one that has generated considerable debate as to
the fidelity required [ref 13]. Another obviously critical system element is the visual display
subsystem. Many of the simulations described use flat-screen projection or head-mounted
displays. Other commercial display alternatives include surround-systems such as CAVE, which
uses multiple screens and projectors to surround the user on three or four sides and can include
one display projected on the floor. This is similar to the WISE (walk-in synthetic environment)
used with VIC Bravo during the original DWN experiments. Other projector-based approaches
that offer the potential for significant immersive experiences include mini-domes from companies
such as SEOS and Barco, and a unique single projector-based hemisphere display called the
VisionDome by Alternate Realities Corporation. While the inherent immersive qualities of these
displays seems apparent, the benefits of displays such as these should be assessed against the more
prevalent and reasonably-priced HMD or single flat screen alternatives. Furthermore, our DWN
ERT experiments did not show any appreciable improvement in soldier performance when using
the 150 degree dome segment (VIC Echo) versus the flat screen display (VIC Delta).
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Other devices or subsystems that can enhance the virtual experience include those that stimulate
hearing and touch, as well as those that enable tactically important and natural non-verbal
communication through arm and hand gestures. Technologies exist that can support all of these
capabilities, although at various levels of maturity. A review of these and other technologies was
conducted by Lockheed Martin and documented as a requirements analysis for DWN
enhancements [ref 6].

3.2.1.18 Summary

Of the technologies reviewed above, only a few stand out as potentially viable individual
combatant simulator systems. These include the DSS, SUTT, SVS, and FATS (3-D version).
The EST, which is yet to be built, and SAST, currently present only stationary target gunnery
capability, but offer the potential for modifications to enable soldier movement in support of a
wider range of tasks. Of the four IC simulators identified, only the SVS and FATS represent
commercial off-the-shelf (COTS) availability demonstrated by an existing sales history.

3.2.2 SAF Related

This section reviews several Army and joint service simulations that model individual soldiers with
a view toward their ability to support the Dismounted Warrior Network (DWN). DWN
applications require a Semi-Automated Forces (SAF) simulation to model soldiers, equipment,
terrain, battlefield phenomena, and unit behavior. In addition, DWN applications generally require
the modeling of detailed soldier actions for display on the image generators of the Virtual
Individual Combatants (VICs), and the modeling of detailed terrain including the interiors of
buildings.

The technology analysis performed at the beginning of the DWN program [ref 5] reviewed several
SAF systems for potential adoption by DWN. These systems were all designed from the outset to
model individual entities in a virtual environment. They included IC SAF, ModSAF, CCTT SAF,
TTES SAF, and STRADIS. The first subsection below updates the status of these systems. The
second subsection discusses several simulations that were originally designed to model aggregate
units in a constructive environment but which have been extended to support individual entities in
virtual environments. These simulations have wide acceptance in the constructive simulation
community and could potentially be useful for DWN. They include CASTFOREM, JANUS, JTS,
JCM, JCATS, and IUSS. The final subsection discusses applications where the different types of
simulation would be most useful.

3.2.2.1. Virtual Simulations

3.2.2.1.1 ModSAF

ModSAF has continued to evolve and grow in its role as the Army's SAF development system of
choice. ModSAF was developed to support large scale multi-service exercises. Since the analysis
at the beginning of the DWN program a number of new DI units and behaviors have been
incorporated into ModSAF; however, none of these extensions provide high fidelity individual
combatant models. For example, it is not possible for the operator (in ModSAF 4.0 or earlier) to
direct an IC to move along a precise route.
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Most of DISAF, especially the enhancements for restricted terrain, was integrated into ModSAF
and will be released with ModSAF 5.0. Additional extensions currently under development will
be integrated into the OneSAF Testbed (OTB) in 1999. Basing DISAF on ModSAF/OneSAF
allows DISAF to take advantage of all additional features and bug fixes applied by a large
development team and makes DISAF available to a large simulation community.

3.2.2.1.2 CCTT SAF

CCTT (Close Combat Tactical Trainer) SAF is an Army virtual simulation that provides hundreds
of types of simulated entities from battalions to individual soldiers within the CCTT synthetic
environment. The analysis at the beginning of the DWN project found that only a small number of
behaviors for DI had been implemented. DI simulation in CCTT SAF has not undergone any
further development since that time [ref 14]. CCTT SAF capabilities are at any rate intended to
be merged into the OneSAF Testbed.

3.2.2.1.3 IC SAF

IC SAF, now known as Marine Corps Synthetic Forces (MCSF), is a SAF system based on
ModSAF 2.1 that includes extensions for individual combatants and Marine Corps units based on
individual combatants. This software was used as the basis for the initial DISAF work. MCSF
continued to evolve beyond the version used as a basis for the original DISAF work and was used
in the Synthetic Theater of War (STOW) 97 program. MCSF units and behaviors were integrated
into the JointSAF version of ModSAF, but its functionality was not included in the Army's
ModSAF baseline. In comparison to DISAF, it emphasizes Marine Corps weapons, units, and
unit behaviors rather than improved models of soldier movements, perceptions, and actions [ref
15]. It has not fundamentally changed since the original DISAF Analysis Report.

3.2.2.1.4 TTES CCH

Computer Controlled Hostiles for the Team Target Engagement Simulator (TTES CCH) is a SAF
system designed to support the TTES virtual IC training system. Although it focuses on primitive
IC models and has many desirable characteristics for IC simulation, it is not based on ModSAF.
However, several of the design approaches used in TTES CCH were adopted in the DISAF
development effort. TTES CCH has not undergone any development since the original report [ref
16].

3.2.2.1.5 STRADIS

Simulation and Training Aid for the Dismounted Soldier (STRADIS) is a constructive dismounted
infantry simulation. It was developed to demonstrate an object-oriented simulation framework for
representing DI in MOUT operations. Along with its object models STRADIS includes a
knowledge engine that represents a soldier’s cognitive processes. STRADIS was not based on
ModSAF. Work on STRADIS ended after its delivery in 1996; thus there has been no
development since the original report.

3.2.2.2. Constructive Simulations

3.2.2.2.1 CASTFOREM
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The Combined Arms and Support Task Force Evaluation Model (CASTFOREM) is a high-
resolution, two-sided, force-on-force, stochastic, event-sequenced, systemic simulation model of a
combined arms conflict. It is the highest resolution, lowest hierarchical model in the Army's Model
Improvement Program. It represents tactics through the use of decision tables and embeds an
expert system for battlefield control. CASTFOREM models all types of direct fire, crew served
ground weapons systems, helicopters, dismounted infantry (fire teams or individuals), artillery,
engineering operations, logistics, combat service support operations, communications, maneuver
with capability of dynamic route selection, detailed search and acquisition (multiple sensors using
center for Night Vision and Electronic Sensors Directorate (NVESD) modeling), and realistic
battlefield (combined obscuration model for battlefield-induced contaminants (COMBIC) model;
digitized terrain). The thrust of the model is aimed at the armored conflict. The emphasis has been
and continues to be the inclusion of infantry's contribution to the combined arms conflict,
especially as to the dismounted infantry weapons' ability to destroy enemy armored vehicles and
helicopters. The structure of the model, however, allows representation of very high resolution
processes, such as small arms engagements between individual soldiers. “Although a fully
dismounted conflict scenario is possible, CASTFOREM is not intended as a dismounted infantry
model (i.e., infantry forces versus infantry forces). Currently, it has enough deficiencies to
disqualify it as a high resolution dismounted combat model” [ref 17].

One area of difficulty for CASTFOREM for modeling dismounted infantry combat is in terrain
representation. Because of its grid cell representation of terrain, building interiors would have to
be represented by modeling the walls as rows of “solid” cells. Thus the grid size would have to be
about 0.2 meters. This has been done experimentally [ref 18]. However, using such a small grid
size presents other problems; e.g., the total terrain database size would have to be small, entities
would overlap multiple one grid cells, and there is no representation of an aggregated group of
wall cells as a building.

3.2.2.2.2 JANUS

Janus is an interactive entity level conflict simulation used as an exercise driver and a tool for
training, analysis, and mission planning. Janus is the army tactical combat trainer. It is fielded at
over forty sites, including the National Training Center (NTC) and Fort Hood. Janus models
dismounted infantry, tracked and wheeled vehicles, and rotary winged aircraft. Janus supports
dynamic hierarchical aggregation and de-aggregation of units during play. Janus is able to run
uninterrupted for up to two weeks. Janus models direct fire fratricide, direct fire suppression,
resupply of fuel and ammunition, breaching of barriers, weather and terrain affects on movement
and acquisition. It has a high resolution minefield model. Janus comes in several variants. Janus
6.88D is DIS compatible. There are plans to make Janus HLA compliant in the future.

Janus has a fixed 1000x1000 element array of terrain cells. Each terrain cell is uniform. As with
CASTFOREM above, building interiors would have to be modeled by making cells about 0.2
meters on a side and designating some cells as walls. Thus the maximum terrain database size
would be 200x200 meters. Common terrain resolutions in use are 50, 100, and 200 meters; it is
not known if any databases with 0.2 meter cells have been used. Increasing the array allocation to
1500x1500 elements more than doubles the memory used to store terrain cell data. This increase
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alone should have little affect on performance. The performance affects would be most noticeable
during scenario initialization, checkpoint saves, and graphical updates when zooming [ref 19].

3.2.2.2.3 JTS

The Joint Tactical Simulation (JTS) is an entity level conflict simulation used as a tool for training,
analysis, and mission planning. JTS provides detailed modeling of small group tactics in rural or
urban terrain. JTS models dismounted infantry, tracked and wheeled vehicles, fixed and rotary
wing aircraft, and brown water naval operations. Other features include a direct fire fratricide
model, tracking of missed shots, direct fire suppression, fatigue, resupply of fuel and ammunition,
breaching of barriers, weather and terrain affects on movement and acquisition and command and
control graphical operations planning. JTS will not be supported after JCATS is released in mid
1998 [ref 19].

3.2.2.2.4 JCM

The Joint Conflict Model (JCM) is an entity level conflict simulation used as an exercise driver
and a tool for training, analysis, and mission planning. JCM is DIS compliant. JCM models
dismounted infantry, tracked and wheeled vehicles, fixed and rotary wing aircraft, and brown
water naval operations. Other features include resupply, breaching of barriers, weather and terrain
affects on movement and acquisition, command and control graphical operations planning, and a
high resolution minefield model. JCM is slated to replaced by JCATS; it will not be supported
after mid 1998 [ref 19].

3.2.2.2.5 JCATS

The Joint Conflict and Tactical Simulation (JCATS) is an entity level conflict simulation used as
an exercise driver and a tool for training, analysis, and mission planning. JCATS models
dismounted infantry, tracked and wheeled vehicles, fixed and rotary wing aircraft, ships, and
submarines. JCATS provides very detailed modeling of small group actions in rural or urban
terrain. It allows for dynamic hierarchical aggregation and de-aggregation of units during the
game allowing the user to play large numbers of entities with fewer operators. Other features
include a direct fire fratricide model, tracking of missed shots, direct fire suppression, fatigue,
resupply of fuel and ammunition, weather and terrain affects on movement and acquisition, a high
resolution minefield model, mount/dismount, surrender and capture, breaching of walls and doors,
employment of non-lethal weapons, changing postures, crossing apertures, and moving through
buildings [ref 19].

JCATS has no autonomous entity behavior such as route planning, tactical movement, or selection
of covering terrain. There is no unit-level behavior that automatically coordinates the actions of
the entities in the unit; all such unit behavior must be directed by the user in much the same way
that DISAF's Clear Room behavior currently works. Entities cannot move in a unit formation
except as the user directs them to move in proximity to other entities in the same unit [ref 20].

Units can be controlled in JCATS by aggregating individuals. The treatment of aggregated units
places JCATS between an entity and aggregate level simulation. The aggregate movement
algorithm largely ignores terrain effects on individual entities. JCATS moves aggregated units
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from the unit’s center of mass, then disperses the entities according to a formation template.
Entities within aggregates do not acquire targets. The aggregate’s sensors are pooled. [ref 19].

JCATS has a fairly detailed terrain representation, but it is not detailed at the level of the visual
databases needed by DWN. For the terrain skin, the recommended resolution is 1000 X 1000
cells; for a 10km x 10km database, that yields an elevation post spacing of 10m. It would be
difficult to represent small ditches and similar covering terrain at that resolution. Building
interiors are represented in JCATS, but only schematically: walls have no thickness; rooms cannot
extend over more than one floor (to represent, for example, a high bay); and there are no
stairwells (units can change floors anywhere in the building). Cover and concealment are partly
represented in JCATS in terms of abstract cover values in specified locations rather than by
explicit obstacles to fire. [ref 21, 22]

JCATS is not currently DIS compliant, but in new releases in the near future it is expected to be
HLA compliant.

3.2.2.2.6 IUSS

IUSS (Integrated Unit Simulation System) is a small unit analytical simulation that models
components of the dismounted combatant's equipment, training, and organization and the
interaction with the battlefield environment. IUSS explicitly models the effect that soldier load,
conditioning, acclimation, environment, and terrain have on theaccomplishment of small unit
Army Training Evaluation Program (ARTEP) tasks. These ARTEP tasks are connected in a
sequential task network to describe a small unit's mission. IUSS dynamically models ballistic,
chemical, and thermal casualty mechanisms. A detailed physiological model relates these casualty
mechanisms, soldier load, terrain and environment to the soldier's movement rate. This model
also provides detailed information about the soldier's physical and medical status [ref 23].

IUSS provides database tools to organize simulation inputs and provides formatted text file
outputs which can be used by COTS software (e.g. spreadsheets) to support analysis. IUSS
supports DIS and is being migrated to HLA.

3.2.2.3. Summary Comments

Many of the virtual simulations reviewed in the original DWN Analysis [ref 5] have remained
largely unchanged since that time. ModSAF has continued to evolve, incorporating many new
weapons and capabilities, making it still a good baseline for DISAF. MCSF has improved since
the original DISAF work but has not been integrated into the ModSAF baseline, thus making
those improvements infeasible to use in DISAF.

Constructive simulations, in particular JCATS, have increased in level of detail to the point where
they are modeling individual soldier actions. Two aspects of JCATS make it less suitable than
virtual simulations for supporting SSE, however. First, the level of detail of the environmental
model is not high enough for the VICs. The VICs see and move in stairways; they see thick walls;
they see partially occluded entities; and they see soldiers raise and lower weapons. Second,
JCATS emphasizes scripting and operator control of individuals in a unit instead of automated
behavior. With more automation, DISAF will provide VICs with more quickly and intelligently
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reacting opponents (and partners) because these SAF entities will make decisions and take action
without requiring operator intervention. Furthermore, with DI SAF it will be easier for operators
to direct echelons of simulated soldiers because they will perform primitive behaviors
automatically without requiring explicit control. In summary, the detailed constructive
simulations best support simulation withoutimmersed soldiers, while the virtual simulations will
provide a better environment for immersed soldiers.

3.3 Lessons Learned

The majority of lessons learned from the engineering experiments and user exercises (USEX)
during both DWN and DWN ERT apply primarily to the VIC simulators, since they were the
major focus of investigation during DWN, and during DWN ERT they provided the majority of
challenges for the soldiers. A complete discussion of the experimental results can be found in the
associated final reports [ref 2, 4]. Lessons learned relative to the VICs are presented in Section
3.3.1, and DISAF lessons learned are presented in Section 3.3.2. An attempt has been made to
cover all aspects of the simulators using quantitative results derived from the engineering
experiments, subjective data from the USEX, and anecdotal information collected from observing
system operation. However, for brevity, the source of any particular lesson learned is not always
identified in this report. The intent is to cover both the good aspects of system performance as
well as areas in need of improvement, but often it is easier to see what is not working at the
expense of all of the things that are. Negative comments are not meant to demean any system; all
systems represent outstanding contributions to DI simulator development.

3.3.1 VIC Related

An attempt has been made to standardize the nomenclature for the VICs used in this report.
Where possible, the original or current system name is used to identify the simulator. In several
cases, however, the systems were developed specifically for the DWN project and have no name
other than the alphabetic tag associated with it. Table 3.3.1-1 below associates the historic DWN
name with that used in this report.

DWN Name Major System Components Capstone Study ID
Alpha Dismounted Soldier Simulation (DSS) DSS
Bravo NPSNET + Walk-in Synthetic Environment (WISE)

Display System + Omni-Directional Treadmill (ODT)
Bravo

Charlie BAYONET (a derivative ofNPSNET) BAYONET
Delta Simulation Visualization System (SVS) SVS
Echo SVS with Dome Segment Display System Echo
Foxtrot Small Unit Tactical Trainer (SUTT) (was TTES) SUTT
Golf SVS with HMD + ODT Golf

Table 3.3.1-1 VIC Nomenclature and Description

The following sections address system performance on a component basis. An attempt was made
to address visual system and locomotion separately, but since self-movement in a simulator is
essentially eye point movement through space, and eye point movement and orientation can be
independent (head versus body), a clean dichotomy between visual system control and locomotion
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was difficult to maintain. Thus, Section 3.3.1.1.1 covers display systems and the control of their
line of sight (i.e., simulated head movement), while Section 3.3.1.1.2 addresses body orientation
(direction in which eye point will move) and velocity control. Section 3.3.1.1.3 discusses the
control of posture, or eye height, and Section 3.3.1.1.4 assesses the impact of databases and their
construction on visual and other task performance.

3.3.1.1 Visuals

Table 3.3.1.1-1 presents a summary of the visual system display and control parameters for the
systems used during DWN and DWN ERT. An arc minute per pixel resolution metric has been
used to equate effective resolution across different display system resolutions and fields of view.
The systems are grouped by DWN (BAYONET, SUTT, DSS, Bravo) and ERT (Echo, Golf,
SVS, DSS) in descending order of effective resolution.

Table 3.3.1.1-1. DWN and ERT Visual System Comparison

System Display Resolution Field of
View

Arcmin per
Pixel

Movement Rate
Control

LOS/Orientation
Control

BAYONET CRT 1280 x 1024 60° x 48° 2.8 Tabletop Joystick Tabletop Joystick
SUTT Projection 1280 x 1024 75° x 56° 3.3 Foot Pedal Head Orientation
DSS(DWN) HMD 420 x 230 45° x 33° 8.6 Body Location + Time Head/Body Tracking
Bravo WISE 640 x 480 90° x 77° 9.6 Treadmill (walking) Body Orientation
Echo Projection

(Dome
Segment)

1024 x 768
(center)
640 x 480
(2 sides)

150° x 40°
overall;
50° x 40°
per channel

3.1 (center)
5.0 (sides)

Weapon Joystick Weapon-Mounted
Joystick

Golf* HMD 640 x 480 100° x 50°
(30° overlap)

6.3 Treadmill (walking) Head/Body
Orientation

SVS† Projection
(Flat
Screen)

640 x 480 90° x 60° 7.5 Weapon Joystick Weapon-Mounted
Joystick, Head
Tracking (Height)

DSS(ERT) HMD 420 x 230 45° x 33° 8.6 Weapon Joystick Head/Body Tracking
* HMD resolution per channel (eye)
† Basic SVS capable of 800 x 600 but not used during ERT

Table 3.3.1.1-2 compares performance for the similarly ordered DWN and ERT systems for tasks
that primarily use the visual system and its control. Target acquisition primarily relies on
resolution (and of course contrast and other display factors) and line of sight (LOS) control,
where locomotion involves the visual system and eye point movement. These tables can be used
to help follow the discussions that follow.
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Table 3.3.1.1-2. DWN and ERT System Performance for Locomotion and Visual Tasks

Locomotion Target Acquisition
Speed* Collisions* Range Azim. Search

System DWN ERT DWN ERT DWN ERT DWN ERT
BAYONET 2 3 1 1 1
SUTT 1 4 2 2 2
DSS
(DWN)

3 1 3 4 3

Bravo 4 2 4 3 Acquired Time 41

Echo 1 3 Accuracy Time 1 1 1
Golf 4 2 4 4 44

SVS 2 1 3 2 2
DSS (ERT) 3 4 23 32 3
* For speed, 1 = fastest, for collisions, 1 = fewest.
Note 1: Bravo’s azimuth pattern not consistent over offsets
Note 2: DSS better than Golf for 3 of 4 offsets
Note 3: Echo drops off to equal DSS at 100 meters; DSS outperforms Echo at 150 meters
Note 4: DSS approached SVS at 100 meters, bettered at 150

3.3.1.1.1 Display Systems

General observations:

� Both the objective visual task performance and the subjective ratings of the ease or naturalness
of visual tasks generally match visual display resolution.

� During DWN, both SUTT and BAYONET produced equivalent performance that was
superior to both DSS and Bravo, whose performance was equivalent to each other
(SUTT ≈BAYONET >> DSS≈Bravo).

� During ERT, Echo generally performed the best but was not clearly superior; Golf generally
performed the worst.

During DWN, all systems generally performed better at target acquisition than predicted by the
classic Johnson criteria. DWN display performance seemed better than for the systems used
during ERT, based on better DI location performance at 150 meters, the greatest common range.
DSS performance was fairly consistent in both experiments, as it should have been given no
changes were made to the visual system between these test periods.

The fact that systems generally performed much better than predicted based on a simple Johnson
criteria suggests that systems may not be handling target range attenuation in a realistic manner.
The failure of the target detection task during DWN is another strong indicator. Work needs to
be done in this area to validate methods of range attenuation.

Azimuth search tasks designed to test field of view (FOV) and field of regard (FOR) slewing
didn’t produce any differences among the VICs. During DWN, there was no azimuth effect, and
the azimuth x VIC interaction was due to Bravo display corner effects (some targets ended up in
the corners of Bravo’s WISE display making them hard to locate. See the DWN FEA Final
Report for discussion of specific results). During ERT, there was both an azimuth effect and
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azimuth x VIC interaction. The azimuth effect was simply that targets at azimuth offsets closest
to north (initial soldier orientation) were found quickest, which is not surprising. This held for all
VICs except DSS, which had equivalent performance for three of the four offsets. This latter
result is surprising, since it was anticipated that systems with better field of view (e.g., Echo)
and/or better FOV with better LOS control (e.g., Golf) would perform best.

Head-coupled systems seem to pose challenges for the user in determining if an apparently moving
object is in fact moving or if the perceived motion is from self (head) motion.

During the DWN USEX, both Bravo and SUTT received high ratings for providing a compelling
sense of motion. This is probably due to the larger FOV of these systems compared to the other
two participating in DWN (see Table 3.3.1.1-1).

With projection systems, visual looming of objects appear mainly as an increase in size instead of
an increase in proximity. Especially inside buildings, other nearby combatants looked like giants
compared to the viewers eye point.

3.3.1.1.2 Self-movement control

The weapon-mounted joystick and foot pedal were the easiest implementations to learn and were
generally the fastest compared to the other systems. The ODT was the most difficult to use and
was the slowest, although it received favorable ratings from the soldiers in terms of realism. The
ODT is qualitatively different from all other methods of self-movement observed; the difference
can be contrasted as eyepoint movement versus walking. From a simulation requirements
perspective, there is a need to determine when walking is required versus simple eye point
movement. Also, For SUTT, SVS, and to some extent Echo, the user can’t look in a direction
other than the one he is moving in; in these systems, display LOS is equivalent to body
orientation.

SVS and Echo were the only systems to couple display LOS, body orientation, and velocity into
the same controller (two-axis joystick). This produced cross-coupling in tasks requiring
LOS/body orientation control independent of movement. There is some cross-coupling with the
ODT as well; it is hard to rotate without inducing movement of the treadmill.

SUTT and DSS generated significantly more collisions than other systems. All other systems
(BAYONET, NPSNET, and the three SVS-based simulators) probably used the same or similar
collision detection scheme, so differences could in part be due to differences in determining
collisions.

In the ERT visual search task (outside), most targets missed required looking ±90° off from the
direction of travel. This is evidence that LOS (head) coupled with velocity vector (body) may
impair search performance.

Within buildings at least, time to complete a virtual course is significantly longer than the time
required to accomplish the same task in the real world.

3.3.1.1.3 Posture
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All VICs used during DWN and ERT nominally support postures. However, the DWN posture
test had to be aborted due to the inability of SUTT and DSS to engage targets while prone.
These were the only systems in which virtual posture changes that involved physical posture
changes by the user. During ERT, posture changes effected performance for all VICs, including
Golf, which simulated posture changes by the user. Prone shooting performance was the worst
for all systems, although the effect was less on DSS. Standing produced the best performance for
DSS and SVS; kneeling was better than standing for Echo and Golf. These results contradict
expected real-world performance; prone should be better than kneeling which should be better
than standing.

Posture recognition must be accurate – it was not uncommon for soldiers to be kneeling in reality
but their displayed animation was still standing. This created some friction between soldiers and
leaders – leaders thought the soldiers were not obeying their orders to kneel.

3.3.1.1.4 Databases

During DWN, interoperability issues were identified that were ascribed to database correlation
problems between the visual (Open Flight) and SAF (CTDB) formats, although this was not
definitively proven to be the cause. The primary issue was that DISAF lying prone on one side of
the sharp crest of a hill could apparently see and shoot at VICs on the other side of the crest, even
though the VICs could not see the SAF. It was assumed that the peak or crest was flatter in the
CTDB than in the flight. Also, during ERT, there initially were correlation issues between the
VICs and SAF that showed up as SAF-generated entities floating above the ground, sometimes
both inside and outside of buildings, sometime only inside. These types of correlation issues have
long been the topic of investigation and should continue to be so.

Since the focus of ERT was on MOUT operations, the VICs spent much time inside of Building A
in the McKenna MOUT database. The gray cinder block texture on the interior of the building
does not provide adequate visual cues for the perception of depth/distance, self-motion, or of
structures such as doorways and corners. Improvements in lighting and texture could help this,
and the addition of such things as furniture and other objects to help differentiate rooms would
help in route-finding and learning the layout of a building. Support personnel, using maps of the
building layout, would also often lose track of where they were within the building. Some targets
were not located during the inside search task because the rooms they were located in were
missed during a required exhaustive search of the building.

Anomalies in the Building A model and/or database changes (e.g., cracks between polygons,
cutting out the terrain under the building to accommodate the right depth and angle) created
several problems with the VICs and DISAF. These problems included DSS falling down or up
through minute cracks in the structure and SAF elevation differences inside versus outside of the
building.

3.3.1.2 Weapon Aiming

The ability to successfully engage targets would seem to be a basic requirement for a dismounted
infantry simulator. However, it is unclear how to define “successfully engage” for all simulators.
Simulators that are used for weapon engagement skills training demand anaccuracy at least as
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good as the weapon that it is simulating, preferably better so that the weapon’s performance
characteristics can be matched more precisely in software (see discussion of EST requirements in
Section 3.2.1.10). Simulators used primarily for tactics training don’t necessarily need this level
of accuracy, but they still must offer a credible target engagement capability. What this means is
an open question, and the answer may be simulator or application specific.

The following three sections generally discuss weapon aiming results during DWN and ERT with
and without aiding (i.e., with and without IHAS), and soldier views on the simulated weapon
characteristics.

3.3.1.2.1 Basic capabilities (‘iron sights’)

General Conclusion: None of the technologies tested provide adequate accuracy for ‘iron sight’
live-to-virtual weapon aiming.

While results from DWN and ERT are not directly comparable, if it is assumed that the soldiers
were trying to hit the center of the bull’s eye target during DWN, then the over 1 meter average
absolute aiming error achieved by the VICs (excluding BAYONET) would not have fared well
against the DI targets used during ERT. SUTT, the only system with true iron sight live-to-
virtual aiming during DWN, fared worst of all with almost two meter overall aiming error. Target
hits at 150 meters were rare during ERT.

Subsequent enhancements to the target hit algorithm used by the SVS (expanded target hit area)
improved aiming performance out to the 150 meter range. As long as weapon tracking is
accurate, which currently islimited to the standing firing position, target hit performance is
acceptable for the basic configuration of the SVS (VIC Delta flat-screen version).

3.3.1.2.2 Advanced capabilities (IHAS)

Bravo was the only system with a simulated IHAS capability during DWN. It was the only means
for sighting used during the experiments, and although it hit almost all the targets, its average
absolute error was the same as DSS (BAYONET was better, SUTT was worse). The
electromagnetic tracking system used on Bravo was inaccurate, forcing the user to point the
weapon in a significantly different direction than the target location displayed on the WISE in
order to find it in the IHAS.

During ERT, IHAS mode was available for all VICs and was used for half of the trials after it
became apparent that iron sight aiming was inadequate. Use of the IHAS significantly improved
shooting performance for all VICs except DSS. However, weapon tracking inadequacies made
aiming difficult for the IHAS in much the same manner as it had for Bravo during DWN, that is, it
required aiming at some point other than the target location on the primary display. Also,
compared to trained soldier performance, use of the IHAS does not result in desired levels of
performance. It may be that VGA resolution may be inadequate to improve p(hit) performance
out to even 100 meters.
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3.3.1.2.3 Simulated weapons

Soldiers indicated a pronounced preference for weapons with the heft and feel of a real weapon.
They liked SUTT’s and DSS’s weapons, but felt the SVS’s plastic weapons were too light and
toy-like.

3.3.1.3 Animation

This section discusses the display of the human model and the detection of its collision with
objects in the virtual environment.

3.3.1.3.1 Human Models

DI animation models used during the project include Jack, DI-Guy, and DSS’s Biomechanics
model. Jack was rather primitive looking but could be modified by the user toaccommodate
desired changes in appearance or behavior. The Biomechanics model used by DSS was much
more realistic looking than Jack, and could also be modified in appearance and behavior by the
user. Also, since DSS provided full-body tracking, including limbs, this model supported
independent control of body parts including the head and limbs. The drawback to this freedom of
model control is that the user must develop his own routines to animate other entities displayed by
the system. Since DIS supports basic entity state PDUs which provideslimited posture state
information, the user must interpret this state and change of state behavior and develop his own
corresponding animations.

DI-Guy was used by the BAYONET- and SVS-based systems. DI-Guy was developed to support
DIS animation, so it responds to discrete state and state-change information, generating pre-
developed behaviors to reflect this information. This makes it easier for the user, but the
corresponding loss of control made it difficult at times to get requested model changes made in
the desired time and manner. During ERT, integrating DI-Guy with OpenGVS and the Real 3D
Pros required significant effort by BDI (makers of DI-Guy) as well as RBD and Gemini. Also, the
desired ‘Quick-Kill’ animation posture never worked correctly throughout the experiments. If
and when DI simulators incorporate support for gestures, this will require that BDI generate a
whole new series of DI-Guy behaviors to generate and control gestures. This may force a re-
thinking or extension of the current pre-programmed approach to allow more direct control of
model components such as arms and hands, especially if actions such as pointing are included.

Regardless of the system, the same model was used by each simulator to portray every DI in its
environment. Thus, it was impossible to visually identify individual soldiers in the virtual
environment. This became obvious during the first informal team sessions during DWN. This
was resolved during DWN by attaching placards to each soldier model with a letter identifying it
as Alpha, Bravo, Charlie or Foxtrot. During ERT, these placards were replaced with unit
identifiers ‘sewn’ on the back and chest of each DI. A more general solution to this problem
should be found. Many video games allow users to select their avatar from a menu of available
models. Perhaps an approach such as this would be a cost-effective solution.

3.3.1.3.2 Collisions
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The issue of collision detection and response was highlighted during ERT because the
predominant interaction was inside of buildings with multiple participants operating in close
quarters. Differences in SVS versus DSS collision detection methods may have contributed to
differences in number of collisions observed during locomotion trials (during DWN as well).
Systems could get stuck in walls, and virtual soldiers would jump up on top of other soldiers in
response to certain collisions. Weapons and soldier’s bodies were usually partially submerged in
the walls of the building. Soldier location was many times given away to the OPFOR sniper by a
rifle or body part protruding through a wall. The net effect often provoked laughter from
onlookers watching the action. This issue needs to be addressed and an effective solution
identified.

3.3.1.4 Miscellaneous

Questionnaire data indicated that overall, soldiers felt involved in the virtual environment
experience. There was no evidence of simulator sickness. During the DWN USEX, Bravo was
rated #1 in most categories, including number of task elements that could be performed, tactical
soundness and realism of task performance. Major negative was ease of movement. Thus, while
Bravo didn’t perform well objectively, the soldiers seemed to prefer it as an overall interaction
interface. SUTT was generally rated #2.

Communications between VICs needs to be improved; headsets and microphones need to be
integrated into the system, be less intrusive, and work better.

Workstation-type VICs like BAYONET can be a cost-effective supplement to the other VICs for
sniper or role-player station. The hardware platform needs to have adequate performance (update
rates, man-machine interface, database) like other VICs. The BAYONET stations at LWTB need
enhancements in update rates and dynamic terrain responsiveness.

Data collected should allow re-creation of warhead trajectories. This was the intent behind the
velocity vector fields in the Fire PDU, but this was not used to full advantage by all VICS.
Logging all data then post-processing the logger file, as done during ERT, is a better approach to
data collection than logging individual types and fields of PDUs as was done during DWN. (See
Section 3.3.1.5.4 for additional discussion of data requirements.)

The lowest acceptable update rate observed was around 12 Hz. A 15 Hz minimum update rate
should be a design requirement, with a goal of 30 Hz.

Any simulator that is going to be used extensively for soldier applications (training or R&D)
should be characterized in detail through extensive engineering testing. Relying on vendor-
supplied information is not adequate, unless the system has been procured through a development
effort and vendor data includes acceptance test results.

Regarding system reliability, the primary lessons learned were derived from Alpha, Echo
(display), and Golf (ODT). This lesson is that a simulator must be very reliable – it must be
available when soldiers want or need to use it. In the cases cited, the need for reliability was made
apparent by the impact of the lack of reliability displayed by these systems. The obvious
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implication for system design is that all components must be robust – tracking, displays,
communications, network, etc.

3.3.1.5 Extension of Lessons Learned

The preceding sections on lessons learned have focused primarily on aspects of the simulators that
were functional and, for the most part, intended areas of investigation. During the course of the
DWN and ERT projects, insights and opinions have developed that originated from being part of
these efforts without always being directly related to a specific measure of performance or
effectiveness. Some of those thought to be most important for DI simulation development are
collision handling, communications (verbal and nonverbal), model validation, and data
requirements. These are discussed in the following sections, along with additional capabilities that
may be required for specific applications.

3.3.1.5.1 Collisions

As noted in Section 3.3.1.3.2, collisions were determined and handled in different ways in
different VICs. The common feature among them all was that especially for the MOUT
environment, the lack of realistic collision handling was a significant contributor to the perception
that the simulators were not ready for serious use. The soldier animated models invariably had
some portion of its body or weapon merged into a wall. During ERT, they would jump onto each
other’s heads when trying to pass in a narrow hallway. Killed soldiers would fall through walls
and lay dead with parts of their bodies protruding out either side of the wall.

Future collision detection algorithms should prohibit any part of the soldier model, including the
weapon, from protruding into or through solid obstacles. This is conceptually straightforward to
do, but may be computationally prohibitive with traditional methods. Assuming that collision
detection and penetration avoidance can be accomplished, the information that a collision has
occurred and its resultant effect on the movement of the virtual soldier must be conveyed to the
real soldier using the system. In some systems, if one runs into a wall at an angle other than 90
degrees, the visual effect is to slide along the wall. This results in movement contrary to that
being directed by the soldier, which can result in confusion if the soldier doesn’t realize what is
happening, which is usually the case. Also, with systems such as DSS, a soldier may be able to
physically move to a location or orientation that his virtual self cannot match due to an obstacle,
resulting in a mismatch that also would also be a source of confusion. The same can be true for
his weapon; he may be pointing it in one direction in the simulator, but this may have been
blocked in the virtual world by some obstacle so the virtual weapon may be pointed in a different
direction.

There are devices that have been developed to convey haptic or touch feedback from the virtual
world. These usually consist of small vibrating devices embedded in a glove or vest. These may
be useful display devices to aid in collision detection by the user, but a truly effective solution can
only be achieved through an integrated system design approach.

3.3.1.5.2 Communications
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As noted previously, audio communications must be an integral part of a DI simulator rather than
an add-on afterthought. Given a well-integrated voice system, there are two ways natural voice
communication among VICs can be implemented. First, it can be treated like an intercom
(something proposed as part of Land Warrior), presented with a fixed spatial reference. The
second approach is to use real-time audio processing to present spatialized sound for each speaker
and listener, that is, to replicate what occurs in the real world. This is done for radio systems, in
which a model programmed into the radio modifies the signal based on distance, line-of-sight,
weather, or any other factors capable of being simulated. For DI simulation, loudness and
direction in space relative to the listener would be based on where the speaker was with respect to
him. Such a system could provide all voice and radio communications for the soldier, or could be
used in conjunction with other radio simulators. It is anticipated that this would increase the
overall fidelity of the simulation experience, but again benefits should be assessed against the
costs.

Another natural form of communication that is used formally and informally in military operations
is gestures, especially using arms and hands. During DWN, novice users of the DSS would point
and use other gestures when communicating to the other soldiers, not realizing that the gestures
he could see being generated by his figure could not be seen by the soldiers in the other
simulators. This ability to generate and recognize gestures generated by others should
significantly enhance the collective training experience. This impacts simulator tracking, data
transmission, and virtual soldier animation requirements.

The discussion so far has focused on VIC to VIC communication. In missions employing both
live and DISAF forces, inter-operation between VICs and SAF would be facilitated if voice and
gesture communications could be passed from one to another. Obviously, this requires some form
of transduction process (VIC voice/gesture recognition, processing command to SAF, processing
response by SAF, generation of voice or gesture output to VIC). Voice and gesture control of
SAF has and continues to be the object of several research efforts. Currently, Mitre is conducting
a STRICOM-sponsored effort to integrate Command Talk, a voice control system for ModSAF,
into DISAF. This control will initially be limited to operator functions that are available through
the standard ModSAF graphical user interface (GUI).

3.3.1.5.3 Development and Validation of Models and Algorithms

DWN and ERT included efforts to document models and algorithms used by each simulator,
including DISAF. Attempts were made to equate some of these parameters in cases where overall
system interoperability or individual simulator performance concerns existed. In attempting to
agree on parameter values, specifically those concerned with aspects of human performance,
relevant research and design requirements specifications were consulted to find approved values.
Some data was found, but the rest was estimated and/or arrived at by consensus.

The net result of these efforts was the determination that there was not a lot of consistency in how
the simulators, including DISAF, modeled relevant aspects of human performance or the effects of
environmental factors on this performance. Shortcomings in available data were also noted. This
issue has recently been studied by the NAS-NRC Committee on Human Factors [ref 24]. In
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addition, there was variation among the VICs and SAF in modeling weapons characteristics and
their effects.

With regard to modeling and validating dismounted infantry simulations, there remains at least
two major challenges. The first is to find or develop an appropriate model for simulating human
performance, the second is to find or develop validated parameters with which to populate the
model. This topic is dealt with further in Section 3.6.

3.3.1.5.4 Data Requirements

Current DIS data structures were developed to support the simulation of vehicles and their
associated weapons and sensor systems. Inasmuch as dismounted infantry use weapons and
sensors, DIS supports the simulation of infantrymilitary operations fairly well. During DWN and
ERT, Entity State, Fire, Detonation, and Collision PDUs were collected and served as the basis
for all of the subsequent engineering experiment analyses. To this end, the data collected was
extremely useful, yielding results that produced statistically and operationally significant
performance differences among the VICs.

As DI simulators are extended to implement DI-unique capabilities, it will become increasingly
difficult to integrate this new information within the current DIS PDU structure. The Entity State
model for characterizing human characteristics and actions can be extended to accommodate new
postures, gaits, and other attributes that fall within the present taxonomy. But as new information
is required to be communicated such as gestures, health, physiological condition, medical status,
weapon usage (multiple weapons, switching weapons in mid-scenario), changing roles in mid-
scenario (e.g., fireteam member to fireteam leader), and other data, modifying DIS PDUs will
become increasingly difficult.

Fortunately, the DIS-compatibility constraint is fast becoming a non-issue. By direction of the
Under Secretary of Defense for Acquisition and Technology, the transition of all DoD simulations
to the High Level Architecture (HLA) must be in process or completed by the first day of FY
1999. Non-compliant simulations will be retired by the first day of FY 2001. The implication of
this is that simulators will be relatively free to develop whatever data requirements they need,
which will be documented in their respective Simulation Object Models (SOM). When a
simulation exercise with other simulators is planned, a Federation Object Mode (FOM) must be
negotiated among all participants. This FOM defines all data that will be passed among the
simulators. Alternately, a body of researchers interested in dismounted infantry simulations could
get together and develop a reference DI FOM, to which all DI simulations wishing to participate
in joint exercises would have to subscribe. In either case, the potential burden of DIS
compatibility will soon be removed. HLA issues are dealt with further in Section 3.5.1.4.

3.3.1.5.5 Additional capabilities

During the course of the experiments and conversations with potential users of the DWN assets,
the desire has been expressed for the addition of new capabilities. These include sensors (NVGs,
IR scopes, low-light or daytime scopes), database/visual effects (e.g., smoke), and weapons (e.g.,
hand grenades). Some of these features, such as smoke, are issues for simulation in general,



ADST-II-CDRL-DWNERT-9800263A
March 17, 1999

UNCLASSIFIED 34

although DI may have unique requirements. Other features, such as hand grenades, pose
problems for DI simulations as to the best way to deliver them.

3.3.2 SAF Related

An extensive list of Lessons Learned involving detailed implementation issues are given in the
DISAF MOUT Enhancements Final Report [ref 25]. This section addresses lessons learned at a
more general level.

3.3.2.1 IC Models are Significantly Different than Tank Models

Modeling requirements for ICs are significantly different than the tank models upon which
ModSAF is based. These differences impact code re-use and invalidate the basic assumption that
software used to support modeling of tanks can simply be reused for ICs. Examples highlighting
these differences are shown in Table 3.3.2-1.

Table 3.3.2-1: Tanks Vs. ICs
Modeling Aspect Tank Modeling IC Modeling

Collisions Infrequent event, undesirable Frequent event, desirable
Formation keeping 20 to 50 meters required for

open terrain
1 to 3 meters required for
MOUT

Physical Model Static collision volume, sensor
location and weapon locations

Dynamic collision volume,
sensor location and weapon
locations

Movement Spline paths with 2hz path
following

Precision paths with 15hz path
following

Collisions – the ModSAF tank collision model was designed to support infrequent collisions.
Tanks are designed to stay away from buildings, other tanks and terrain obstacles. In the
infrequent event of a collision, the response for tanks is to back up 10 meters with a random time
delay of three to five seconds; this tends to reduce the likelihood of multiple collisions.

Individual Combatants, on the other hand, anticipate frequent collisions. ICs are expected to be in
close proximity toeach other and to terrain objects used for cover. The response must be fast
such that ICs do not penetrate database objects nor other ICs. The IC collision model must
interact properly with the movement model to achieve the movement objective. ICs are required
to slide along walls (generating multiple collisions at the tick rate) and move in tight formation in
confined spaces.

Formation keeping – Tanks are required to move and halt while maintaining static formations.
The ModSAF model to support this requirement assumes that an entire tank platoon can move
from point A to point B in static formation, with the exception of cases involving bridge crossings.
ICs are required to continually change formation to match the MOUT environment.

Physical Model – Tanks utilize turrets that rotate on top of hulls. This configuration is static in
that the main gun and vision blocks are always in the same position relative to the turret. The
turret is always on top of the hull. ICs have a requirement for a head and a body that change
relative position to support various postures. In standing, crouched, kneeling and sitting postures,
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the head is on top of the body; while in prone position the head is in front of the body. This
requirement has numerous ramifications with respect to sensor positions, weapon positions and
the IC dimensions used for collision detection and visual recognition.

Movement – Tanks perform route planning with a low frequency 2 hz controller, since tanks
maneuver relatively slowly and with gradual turns. In MOUT, ICs require precise movement that
has required design and development of a higher speed 15 hz controller. Otherwise, ICs would
miss waypoints by a significant amount and thus bump into walls and other obstacles.

The lesson learned is that models associated with tank simulation are significantly different that
those required for ICs. Further, we have found that the software has required extensive re-design
to match the needs of IC simulation.

3.3.2.2 There is not much value to implementing higher level behaviors until sufficient IC
level behaviors and infrastructure are available to support them

The ModSAF architecture builds high level (platoon, squad, fireteam and 2 man team) behaviors
on top of IC behaviors. IC behaviors are in turn built on top of a supporting infrastructure of
primitive functions. See Figure 3.3.2-1. As noted in the previous lessons learned, the IC models
for collision, formation keeping, physical model and movement - all infrastructure to support IC
modeling - required significant re-design. Without this foundation to build on, little effort can or
should be spent on high level behaviors.

P latoon,
S quad,

Fireteam,
2 man team

IC

Infra-
structure

H igh level behaviors

IC behaviors

D atabase, M ES &
supporting softw are

Figure 3.3.2-1: Behavior support in ModSAF

Lesson learned: much work has been done to date and even more work remains to continue
developing the infrastructure needed by ICs in the MOUT environment. High level MOUT
behaviors should for the most part wait for this infrastructure to be developed.

3.3.2.3 Significant Effort Remains To Implement Open Terrain Behaviors In ModSAF

Marine Corps SAF (MC SAF) was selected early on as a starting point for DISAF. An alternative
was to select a recent release of the ModSAF baseline. The advantage of starting with MC SAF
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was that it had been enhanced to support ICs, thus allowing a quick startup. The disadvantage
was that MC SAF diverged significantly from the ModSAF baseline (and continues to diverge)
making integration back into the ModSAF baseline difficult. Recreation of MC SAF open terrain
behaviors (modified for Army behaviors) in ModSAF remains a significant effort; this task has
recently been initiated. This has been complicated by the fact that the early MC SAF integration
effort by necessity utilized the ModSAF tank based behaviors for IC primitives.

We believe that the right decision was made at the time. It would have required a prohibitive
effort to create IC behaviors for Army use from scratch. The recent emphasis on MOUT
behaviors has necessitated a re-engineering of lower level primitives to give IC entities the level of
control needed to operate inside buildings. It is now appropriate to re-integrate the Open Terrain
Behaviors from MC SAF into ModSAF with this new IC infrastructure in place,

Lesson learned: sometimes you have to take a step back before you can go forward.

3.3.2.4 Multiple Elevation Structures (MES) are A Whole New World

The McKenna MOUT Site Building A is a complex MES composed of more then 5000 objects.
Objects can represent floors, ceilings, walls, doors, windows, stairwells and hall ways. Objects
such as doors and windows can change state to be represented as open and closed to mobility and
open and closed to visibility. Unexpected issues can arise such as dealing with a site that has a
one-degree tilt. When an IC passes through a door, an inquiry as to which room it is in can return
one answer for the feet and another answer for the head. Then there are the more obvious
problems associated with representing a 3D world on a 2D plan view display. How should you
show a stairwell that spans multiple floors? How do you display different floors of the same
building at the same time? These are only a few examples of the complexity and difficulties
associated with MES buildings.

Although MES technology had been integrated into the ModSAF baseline for some time, we
believe the DISAF Project was the first project to aggressively use it. The Improved Computer
Generated Forces Terrain Database (ICTDB) project utilized fairly simple hand-built MES
buildings with wide doors, wide hallways, ramped stairs and large rectangular rooms. The
McKenna MOUT Site Building A is more complicated by an order of magnitude than the hand-
built MES used in ICTDB. Consequently line of sight and elevation lookup initially failed in
Building A, requiring significant code modifications. MES routing still does not work and is an
area for future development.

Lessons learned: (1) it is difficult to accurately predict the development effort of simulation
models for an environment based on new technology with few users and (2) it is difficult to define
reasonable constraints on the geometry to meet general purpose modeling needs without incurring
prohibitive complexity in the reasoning logic.

3.3.2.5 MES Building Generation is Tedious and Error Prone

An MES Editor to support generation of MES databases (i.e., building interiors) was created and
the process was documented. It works, but the process is very tedious and error prone.
Especially difficult is a step which requires an AutoCAD operator to reconstruct the building by
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hand using the OpenFlight geometry as a guide. We encountered several problems in our MES
due to small errors in the placement of triangle vertices. The operator must also use care in
naming layers so that the correct topology is generated. Any errors in these steps can result in a
mal-formed MES that will cause errors during elevation lookups, and/or an MES whose geometry
does not correspond exactly to the visual model. It would be preferable to automate the
OpenFlight to MES database process.

It is also worth noting that during the original creation of Building A, the MES creation tools and
models were built by four different organizations in three different cities. When problems were
discovered in the final database, they had to be traced back through the creation steps from
organization to organization. A fix early in the process then had to be propagated forward again.
Each iteration of this process took a long time.

Lessons learned: (1) it is desirable to increase the level of automation involved in the MES
generation process and (2) MES building generation should be performed as part of an overall
integrated database development process. Assuming MultiGen would be used again to create the
visual database, the goal should be to generate an MES database using the same tool to the
maximum extent possible; e.g., a MultiGen plug-in.

3.3.2.6 DIS Limitations Revealed

The DWN VIC and SAF simulators used the DIS 2.0.4 protocol to represent ICs on the network.
ICs were thus represented in terms of a posture or gait (standing, walking, running, crouching,
kneeling, prone, or crawling), a weapon state (weapon 1 or 2 stowed, deployed, or raised) and a
velocity. The human figure animation system, DI-Guy, displayed a moving figure corresponding
to the DIS state. Since not all states were available to DI-Guy, some interpretation had to be
made by the various simulators. For example, there is no kneeling-with-velocity animation, so
kneeling + velocity is interpreted as crouching + velocity. In spite of several discussions at TIMs
and numerous emails, the DWN systems did not all implement uniform IC animation
interpretations. When using the SAF 3D Viewer (a BAYONET station) with the DISAF PVD, DI
Guy behaviors were occasionally portrayed inconsistently with the PVD representation.

Lessons learned: (1) More painstaking efforts should be made to standardize IC states and
animations across simulations, and/or (2) a lower level of control should be provided by the IC
animation software and simulation protocols extended to utilize them.

3.3.2.7 PVD Limitations

DISAF ERT started out with a generic ModSAF PVD based on tank modeling needs; i.e., an
open terrain environment with a fidelity of 1 meter. The PVD did not show building interiors or
ICs in any detail. ICs were displayed with only two postures - standing and prone - and with a
vague notion of weapon direction and weapon state. The project team found it necessary to
develop a PVD capable of showing building interiors (i.e., floor plans), with finer granularity, and
with a variety of IC icons representing different postures, weapon states, etc. Without this
capability, execution of a building clearing scenario involving SAF would not have been feasible,
and debug would have been far more difficult.
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The basic problem is that DISAF simulates the virtual world in 3D yet is constrained to display the
virtual world in 2D on its PVD. Conventions needed to be established to convey key 3D
information on a 2D display. Even with these improvements, a true 3D view was found to be
indispensable for development and debugging purposes. A 3D display of the DISAF internal
virtual world supported testing of the DISAF 2D PVD and comparisons to other distributed
simulators on the net. With this capability, we were able to fix polygon definition errors as small
as 0.1 meters that had caused ICs to fall through floors and stairs.

Lesson learned: development of new "interior" virtual environments requires new visualization
tools for both internal and external (remote) 3D views.

3.4 Applications

This section endeavors to identify potential applications of DI Simulations, categorized against the
major M&S domains defined by the Army - ACR, RDA and TEMO. To facilitate this effort we
define a DI Simulation system baseline, which we call the Squad Synthetic Environment or SSE.
This SSE is expected to be in place at the LWTB by the end of 3Q 1999. The output of this
‘Applications’ phase is a set of requirements that are placed on the systems comprising the SSE.

Table 3.4-1: Army Modeling and Simulation Domains

Domain Domain Activities Simulations/Simulators
Advanced Concepts and
Requirements (ACR)

Force Planning
Developing Concepts
Developing Requirements
Warfighting Experiments

Reconfigurable Simulators
Constructive Models
Live Exercises

Research, Development
and Acquisition (RDA)

Basic/Applied Research
System Acquisition and Logistics
Weapons System Development
Test and Evaluation

System Prototypes
Virtual Prototypes
Engineering & Physics Models
Live Exercises

Training, Exercises and
Military Operations
(TEMO)

Individual and Collective Training
Joint and Combined Exercises
Mission Rehearsal
Operations Planning

System/Device Simulators
Training Sims (constructive)
Live Exercises

The Army defines the major simulation domains as shown in Table 3.4-1. This information is
taken from the Army Model and Simulation Master Plan, dated October 1997. For each domain
several types of simulators and/or simulations are called out; these are typically used in the given
domain but are not exclusive to that domain. Ultimately, the user determines the proper
domain(s) that best fits his needs.

We defined eight candidate applications against the three M&S domains. These are listed in Table
3.4-2. For the most part, these candidates are DI Simulation applications with which the DWN
team has some familiarity. They will be discussed later in the context of a DI Simulation system
baseline, which we now present.
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Table 3.4-2: Candidate Applications

Domain Candidate Applications
Advanced Concepts and Requirements (ACR) C4I TTP Development

Mogadishu Recreation
MOUT Human Performance Data

Research, Development and Acquisition (RDA) LW, OICW Test & Evaluation
MOUT ACTD Test & Evaluation

Training, Exercises and Military Operations
(TEMO)

LW, OICW New Equip. Training
Mission Rehearsal
Enhanced CCTT DIM

3.4.1 DI Simulation System Baseline

In order to talk about applications it is necessary to first establish a baseline system capability
against which the applications may be considered. That is, the system requirements that derive
from the candidate applications will need to be viewed as changes to a baseline capability; the
baseline combined with these changes then become the basis for the ensuing study task ‘System
Synthesis and Strawman Design’.

For purposes of this study we have designated a simulation system called VIC Delta as the
baseline DI Simulator for virtual, Human-In-The-Loop (HITL) simulation. Similarly, the DISAF
is defined as the baseline DI Simulator for Computer Generated Forces for DI Simulation.
Furthermore, we assume that the ACRT program will procure six additional VIC Delta
simulators, plus one desktop DI Simulator, and integrate them with the existing three VIC Delta
systems at the LWTB at Fort Benning no later than 3Q 1999. The resulting system of systems we
hereby designate the Squad Synthetic Environment or SSE.

3.4.1.1 VIC Delta

VIC Delta is defined as consisting of a Soldier Visualization System or SVS, a supplemental
monocular Helmet Mounted Display or HMD, a DI C4I system, and a virtual radio, as shown in
Figure 3.4-1. The SVS is low cost, PC based, DIS compatible, DI simulator. The SVS uses a
surrogate weapon with an integrated thumb transducer for unencumbered interaction with the
virtual environment. Movements in the real environment, such as posture change (standing,
kneeling, or prone), are captured via a position tracking system. Two views are presented to the
soldier: an eyeball or soldier view of the environment presented on a rear projection screen, and a
separate, independent line-of-sight video camera view presented on an HMD. This video camera
view is normally slaved to the direction the surrogate weapon is pointed, thus we refer to it as the
weapon view.
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Figure 3.4-1: VIC Delta Block Diagram

The HMD can also display C4I information to the soldier. The DI C4I simulation is controlled by
a dedicated PC that can be networked to other DI C4I simulations via DIS to act as a virtual
VMF network for C4I purposes. The DI C4I simulation was developed under the DWN ERT
DO and includes three types of screens: Send Report (which has several sub-types), Receive
Report, and a Map (Plan View Display). Send Reports can include enemy locations that may be
input automatically based on a laser range finder function performed by the host SVS. The soldier
controls the display mode and enters data via a hand controller attached to his uniform.

3.4.1.2 DISAF

DISAF consists of a variant of ModSAF tailored to DI needs. The DISAF effort began in
September 1996 under the original DWN DO; this initial DISAF effort incorporated behaviors
from the IC SAF work done for the Marine Corps on the Leathernet project (appropriately
modified per Army doctrine) and behaviors from CCTT SAF. This initial DISAF capability was
optimized for open terrain applications because of its IC SAF origins.

The second phase of the DISAF effort (which is still underway) began in September 1997 as part
of the DWN ERT DO, and focused on adding behaviors for urban terrain. In this phase significant
changes have been made in many of the ways ModSAF represents and controls life form objects
(see Section 3.3.2). In addition, DISAF has incorporated the Multiple Elevation Surfaces (MES)
work done by the Improved Computer Generated Forces Terrain Database (ICGFTB) project in
order to permit DISAF movement inside buildings. Extensions to MES include the modeling of



ADST-II-CDRL-DWNERT-9800263A
March 17, 1999

UNCLASSIFIED 41

dynamic apertures, specifically mouseholes and breached doors/windows. Also, MOUT specific
behaviors were developed based on MOUT CISs, or Combat Instruction Sets, that were
developed under the DWN ERT DO. The CISs included clear traceability to US doctrinal and
tactical references, and they were verified and validated by contractor subject matter experts
(SMEs). Face validation was provided by government SMEs.

The following tables highlight the main capabilities of the DISAF, both in its current form
(denoted as 4Q 1998) and in its planned form (denoted as 3Q 1999). The organizations
supported by DISAF are listed in Table 3.4-3 and the DISAF behaviors in Table 3.4-4.

Table 3.4-3: DISAF Organizations Table

Current DISAF Entity/Unit
(4Q 1998)

Type/Description

US IC M16A2 IC
US IC SAW IC
US IC AT8 IC
USSR IC AK47 IC
US IC Fireteam B Unit of 4 ICs: 3 M16, 1 SAW
US IC Fireteam A Unit of 4 ICs: 2 M16, 1 SAW, 1 AT8
US IC Squad Unit of 9 ICs: 1 M16, FT A, FT B
USSR IC Squad Unit of 4 ICs: 4 AK47

New DISAF Entity/Unit
(3Q 1999)

Type/Description

US IC M203 IC (Grenade Launcher)
US IC Fireteam A Unit of 4 ICs: 1 M16, 1 SAW, 1 AT8, 1 M203
US IC Fireteam B Unit of 4 ICs: 2 M16, 1 SAW, 1 M203
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Table 3.4-4: DISAF Behaviors Table

Current DISAF Behavior
(4Q 1998)

IC FT Sqd Comments

Move X IC follows prescribed paths.
Location Fire X Used to fire SAW, AT8 and used by Suppressive

Fire; shoots N rounds at a point (xyz).
Suppressive Fire X X X Distribute continuous fire over an area even if no

enemy has been detected.
Halt X X X Currently using existing ModSAF model.
Hasty Occupy Position
(HOP)

X X X Currently using existing ModSAF model; finds
and occupies primary or alternate firing position
or a hidden position.

Road March X X X Currently using existing ModSAF model; uses
Traveling, constrained to a road.

Traveling X X X Currently using existing ModSAF model; does
unit move and route planning.

Clear Room X Unit behavior for inside buildings; uses Move,
choreographs fireteam movements

Withdraw X X Currently using existing ModSAF model; move
away from enemy, then perform HOP.

New DISAF Behavior
(3Q 1999)

IC FT Sqd Comments

Conduct Fire & Movement
(bounding overwatch)

X X Uses Traveling and HOP (to find fire positions),
also Suppressive Fire.

Mount/Dismount X X X Need to reduce jump distance of DI’s, make
behavior work consistently.

Assault X X Uses Move and Traveling heavily, add
consolidation phase on objective.

React to Ambush X X Not a reaction; Fire and Movement followed by
(frontal) Assault.

DI Actions on Contact
(Reaction)

X X X Reaction Choices: Assault, HOP, None (operator
pre-selects).

Break Contact X X Reverse Fire and Movement.
Modified DISAF Behavior

(3Q 1999)
IC FT Sqd Comments

Traveling/Move X X X Doctrinally correct formations, avoid static
obstacles and dynamic entities.

Suppressive Fire X X X Accommodate various postures, HOP
Halt X X X Accommodate various postures.
Hasty Occupy Position
(HOP)

X X X Accommodate various postures, also vertical
obstacles and known threats.

3.4.1.3 Squad Synthetic Environment

As mentioned earlier, the Squad Synthetic Environment or SSE is expected to be available in the
3Q 1999. For purposes of this study we define the SSE to consist of nine (9) VIC Delta
simulators, one (1) desktop version of the SVS, and multiple DISAF simulators, to support
simulation of BLUFOR and OPFOR DISAF entities. The SSE baseline capabilities as they are
expected to exist in 3Q 1999 are listed in Table 3.4-5. A block diagram of the SSE is provided in
Figure 3.4-2.
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Table 3.4-5: DI Simulation Capabilities Baseline (SSE)

DI Simulation Category VIC Delta Capabilities DISAF Capabilities
1.0 General
1.1 Tasks/Behaviors TBD as function of application See DISAF Behaviors Table
1.2 Organizations Individual, Fireteam, Squad See DISAF Organizations Table
1.3 Force Representation
1.3.1 BLUFOR yes yes
1.3.2 OPFOR yes yes, if OPFOR = BLUFOR
1.3.3 GRAYFOR yes no
1.4 Local Entity Controls resurrect, invincible modes invincible mode
1.5 SIMAN Compatibility yes, basic set yes
2.0 Human Performance
2.1 Vision
2.1.1 Instantaneous FOV 60 degrees default (changeable) 160 degrees
2.1.2 Field of Regard 360 degrees 360 degrees
2.1.3 Resolution(s) 1024x768, 800x600, 640x480 programmable
2.1.4 Color yes no
2.2 Aural (hearing)
2.2.1 Voice yes, via radio no
2.2.2 Battlefield Sounds yes, stereo no
2.3 Movement
2.3.1 Types crawl, walk, run, crouch, quickkill crawl, walk, run, crouch
2.3.2 Affected by terrain no yes, f (soil type, slope, wet/dry)
2.3.3 Ford streams yes yes (shallow water polygons)
2.3.4 Collision Detection yes yes
2.4 Postures prone, kneel, stand, crouch, q’kill prone, kneel, stand, crouch, sit
2.5 Gestures no no
2.6 Tactile Feedback no no
3.0 Simulated Equipment
3.1 Weapons
3.1.1 Types M16, SAW, AK47, MWS M16, AT8, SAW, AK47
3.1.2 Munitions Standard types M855, M136, PS
3.1.3 Ballistics model(s) LOS (straight) or physics based LOS + probability (hit)
3.1.4 Impacts determine xyz point place at center of target model
3.1.5 DamageAssessment one hit = one kill probabilistic
3.1.6 Aiming Method(s) iron-sight, virtual LOS vector
3.1.7 Indirect Fire Casualties yes yes
3.1.8 Reload yes yes
3.2 Sensors
3.2.1 Video Camera yes, with MWS no
3.2.2 Thermal Weapon Sight yes, with MWS (basic) no
3.3.3 Night Vision Goggles yes, via LUT changes (basic) no
3.3.4 Combat ID yes no
3.3.5 Lasing (range) yes no
3.3 Radios yes (ASTI) yes, but IC’s don’t use them
3.4 C4I
3.4.1 Digital Messaging yes, various report types no
3.4.2 Map Displays yes no
3.5 Displays IHAS no
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DI Simulation Category VIC Delta Capabilities DISAF Capabilities
4.0 Environment
4.1 Terrain Database
4.1.1 Open Terrain yes yes
4.1.2 MOUT yes yes
4.1.3 Format OpenFlight CTDB (modified for MOUT)
4.2 Entity Types
4.2.1 IC’s Generate and receive Generate and receive
4.2.2 Vehicles Receive only Generate and receive
4.2.3 Weapons Generate and receive Generate and receive
4.3 Weather
4.3.1 Time of Day yes yes - effects p (detection)
4.3.2 Fog, haze yes yes - effects p (detection)
4.3.3 Wind no yes - but no effect on IC
4.3.4 Rain, snow no yes - effects mobility
4.4 Battlefield Effects
4.4.1 Dynamic Terrain
4.4.1.1 Craters No yes (new polygons created)
4.4.1.2 Holes in Walls Yes, not physics based Yes, not physics based
4.4.2 Obscurants no yes
4.4.3 Illumination Effects no yes
4.4.4 Dust Trails no yes - outputs appearance bit
4.4.5 Exhaust Plumes no yes - outputs appearance bit
4.4.6 Explosions yes yes
4.4.7 Fire, Smoke yes smoke only
4.4.8 Minefields no yes, but no reaction behaviors
4.5 Sensor Attributes thermal (basic, via IR Gen) yes, but not used by IC’s
5.0 Real Equipment
5.1 Platform PC, Windows PC (Linux/NT), SGI, Sun, HP, IBM

5.2 Image Generation PC + graphics accelerator Optional; SGI or PC
5.3 Display(s) 1024x768, 800x600, & 640x480

projector/screen & HMD
CRT; x windows (var. resolution)

6.0 Data Generation
6.1 Entity State yes yes
6.2 Collision yes yes
6.3 Fire, Detonation yes yes

In addition to the operational components, the SSE also contains equipment and software that
supports data logging,post hocanalysis, and after-action review (AAR) capabilities. All data
distributed on the network can be logged and made available for subsequent statistical analysis or
AAR by this support equipment. The data cited in Section 6 of Table 3.4-5 above represents the
subset of available data that has been collected during previous DWN experiments. This is in
addition to the subjective data that has been collected during and after these experiments.
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Figure 3.4-2: Squad Synthetic Environment (SSE) Block Diagram

The candidate applications, previously mentioned, are repeated below in Table 3.4-6 along with
some top-level configuration information. Each is briefly discussed in the following paragraphs.

Table 3.4-6: Candidate Applications and Configurations

Application Domain VIC SAF
OPFOR

SAF
BLUFOR

SAF
GRAYFOR

Other

C4I TTP Development ACR FT, Sqd, Pn
Ldr

IC, FT FT, Sqd,
Sqd Ldr

Hostages

Mogadishu Recreation ACR IC -> Sqd IC -> Co hostages,
mobs

JCATS

MOUT Human
Performance Data

ACR IC IC

LW/OICW T&E RDA IC Target Gen
MOUT ACTD T&E RDA IC -> Sqd IC -> Sqd hostages
LW/OICW NET TEMO IC IC
Mission Rehearsal TEMO IC -> Sqd Rapid DB
Enhanced CCTT DIM TEMO Sqd Ldr Voice Rec

3.4.2.1 C4I Tactics, Techniques and Procedures (TTP) Development
Application Domain VIC SAF

OPFOR
SAF

BLUFOR

SAF
GRAYFOR

Other

C4I TTP Development ACR FT, Sqd, Pn
Ldr

IC, FT FT, Sqd,
Sqd Ldr

Hostages

Premise:

The DI C4I capabilities of future Land Warrior (LW) systems will significantly affect the way that
LW equipped soldiers will operate in future actions; TTP development could be aided via virtual
simulation. Virtual simulation could be used to supplement instrumented live and constructive
simulation experiments as illustrated in Figure 3.4.2.1-1.
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Figure 3.4.2.1-1: Virtual Simulation Complements Instrumented Live and Constructive Simulations

Potential Experiment Issues:
• How will DI C4I information be routed through the force?
• How and/or who will resolve conflicting information?
• Adequacy of man-machine interface
• Management of time sensitive data
Approach:

Enhance the existing DWN VIC Delta capabilities in the area of DI C4I and the DISAF to add
hostage and improved OPFOR behaviors, then conduct virtual experiments at the LWTB at Fort
Benning. Experiments would focus on the C4I aspect of the future Land Warrior IC, fireteam,
and squad, and (ideally) be performed in conjunction with Live and Constructive simulations. The
DISAF would be used to provide an OPFOR at the IC and FT level, a BLUFOR Squad, and a
GRAYFOR in the form of hostages. A scenario based on this application is provided in Section
3.5.2.

Outcome:

Candidate TTPs for DI C4I for the future Land Warrior.

Impact on SSE:

Design and implement additional DI C4I screens and controls as required by the experiment plan.
Develop a hostage GRAYFOR behavior and improved OPFOR for the DISAF. Convert and/or
develop the necessary databases. Add thermal (night) capability and grenades.

3.4.2.2 Mogadishu Recreation
Application Domain VIC SAF

OPFOR
SAF

BLUFOR

SAF
GRAYFOR

Other

Mogadishu Recreation ACR Stealth IC -> Sqd IC -> Co hostages,
mobs

JCATS

Premise:

Much can be learned by studying the October 1993 Mogadishu operation. See Figure 3.4.2.2-1.
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Figure 3.4.2.2-1: Mogadishu Scenario

Experiment Issues:
• Need for detailed planning and real-time re-planning
• Routes of ingress and egress from the mission area
• MOUT operations with civilian and enemy forces mixed together
• Communication/coordination between BLUFOR components
• Situational awareness, fratricide, etc.
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Approach:

Utilize DISAF, possibly in conjunction with JCATS, to develop a Mogadishu recreation; use to
run “what-if” exercises.

Outcome:

Improved TTPs for MOUT scenarios.

Impact on SSE:

Modify DISAF as required to meet scenario requirements. Will involve development of new
BLUFOR, OPFOR and GRAYFOR behaviors. BLUFOR behaviors need to be extended to the
Company level to accommodate the combined Ranger and Delta forces. GRAYFOR behaviors
need to be added for hostages and mobs. May entail integration with JCATS due to the number
of entities involved (TBD). Will require conversion and/or development of a Mogadishu database,
including both the Stealth visual (OpenFlight) portion and the DISAF (CTDB) portion. Note that
the CTDB includes definition of building interiors.

3.4.2.3 MOUT Human Performance Data
Application Domain VIC SAF

OPFOR
SAF

BLUFOR

SAF
GRAYFOR

Other

MOUT Human
Performance Data

ACR IC IC

Premise:

Virtual simulation can provide human performance data for MOUT applications that would be
otherwise hard to collect. (Note: AMSAA has already conducted a brief experiment at the LWTB
to collect "quick-kill" performance measures in a MOUT environment, as was previously
mentioned in Section 1.1; additional experiments are planned in the future).

Experiment Issues:
• Lack of proven methods to collect human performance data in MOUT environments.
• Instrumented ranges (e.g., McKenna MOUT Site) currently are limited in types and fidelity of

human performance data collected.
• Virtual simulation fidelity - in particular, weapon aiming performance
Approach:

Utilize one of the VIC Delta simulators for the test subject, and DISAF as the OPFOR. Run
controlled tests under various conditions to measure human performance, specifically, tactical
performance data such as probability of kill in a “quick-kill” scenario.

Outcome:

Human performance data that can be fed into constructive simulation models for force-on-force
evaluations.

Impact on SSE:

Review weapon performance and impact detection and kill algorithms for suitability, then modify
as needed. One area of improvement that is desirable for this application is reduction in the
weapon aiming lag time - i.e., the time it takes the tracking and display systems to ‘settle in’ after
a large, rapid movement of the weapon.
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3.4.2.4 LW/OICW Test and Evaluation (T&E)
Application Domain VIC SAF

OPFOR
SAF

BLUFOR

SAF
GRAYFOR

Other

LW/OICW T&E RDA IC Target Gen

Premise:

Virtual simulation of the MWS and the OICW (i.e., virtual prototyping) could complement live
fire tests of prototype MWS and OICW weapons as an aid to weapon system developers. See
Figure 3.4.2.4-1.(Note: NAWCTSD has developed an OICW virtual simulation capability with
very high fidelity; this system is being used to aid the weapon system develop ment process.See
Section 3.2.1.11).

Experiment Issues:
• Fidelity of the virtual simulations (how good is good enough?)
• Timeliness and validity of data collected
Approach:

Upgrade VIC Delta to incorporate OICW simulation and improve MWS simulation as required.
Combine with DWN Target Generator and focus on IC tasks. Perform virtual experiments in
conjunction with Live Fire T&E.

Outcome:

Accelerate the overall development process, and get the MWS and OICW fielded sooner.

Fine tune VIC Delta performance
based on live fire test results

Virtual Test &
Evaluation

Live fire range/field tests of
the prototype weapon(s)

Live Fire
Test &

Evaluation

Modify the prototype weapon(s)
(weapon system developer)

Evaluate man-machine
interface, ease of use, etc.
and suggest improvements

Figure 3.4.2.4-1: Virtual Simulation Could Complement Live Fire T&E for the MWS and the OICW

Impact on SSE:

Add OICW simulation capability to VIC Delta. Entails development of a mock-up OICW
weapon, simulation of OICW weapon characteristics, and addition of sensor capabilities, as
tabulated in Figure 3.4.2.4-2. Convert and/or develop the necessary databases. In addition, higher
fidelity aiming, improved display resolution and possibly recoil may be needed to provide the level
of fidelity currently provided by the NAWCTSD OICW simulator. This application probably
stresses the weapon fidelity requirement more than any of the other applications identified in this
report.
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Figure 3.4.2.4-2: VIC Delta Modifications for OICW Simulation

3.4.2.5 MOUT ACTD Test and Evaluation (T&E)
Application Domain VIC SAF

OPFOR
SAF

BLUFOR
SAF

GRAYFOR
Other

MOUT ACTD T&E RDA IC -> Sqd IC -> Sqd hostages

Premise:

Virtual simulation could complement live and constructive simulations as an aid to MOUT ACTD
decision makers.

Experiment Issues:
• Selection of MOUT ACTD requirements best suited to virtual simulation
• Creation of scenarios and MOEs for test and evaluation (by user)
• Fidelity level of the virtual simulations
Approach:

For selected MOUT ACTD requirements, enhance SSE systems as needed to conduct the given
scenarios. Support the experiments with the enhanced SSE systems. See Table 3.4.2.5-1.

Outcome:

Better acquisition decisions for MOUT ACTD.

Impact on SSE:

Modify VIC Delta and DISAF in accordance with Table 3.4.2.5-1. Convert and/or develop the
necessary databases.

Table 3.4.2.5-1: SSE Enhancements Required for Selected MOUT ACTD Deficiencies

Rqt
No.

MOUT ACTD
Requirement

Current DWN
Capability

Base Case Tech Insertion

R6 All soldiers in a
building need to be able
to see at all times (day,

Day/night viewing via
unaided eye and via
video camera via IHAS

IC carried generic
sensor model; VICs
only; for thermal, image

Model specific sensor
characteristics

• Mock-up OICW weapon
– Instrumented trigger and fire control buttons, including lasing controls

– Weapon mounted CRT for simulated direct view optics and thermal views

– Thumb-operated joystick to control soldier movement in the virtual world

– OICW magazine(s) which are removed and reinserted as dictated by ammo
supply

• Model OICW weapon characteristics
– Projectile fly-out models

– Laser ranging/pointing

– High explosive air bursting munitions (20 mm)

– Kinetic energy munitions (5.6 mm)

– Ballistic computer simulation

• Add sensor simulation capabilities
– Thermal Weapon Sight (TWS)
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Rqt
No.

MOUT ACTD
Requirement

Current DWN
Capability

Base Case Tech Insertion

night, in basements/
tunnels, thru smoke,
etc.) via mix of systems

intensifier, & video
sensors; no SAF impact;
use IHAS

R2 Need a powered optic
(day/night) for all types
of individual & crew
served weapons.

Same as R6 Same as R6 Same as R6

R33 Need counterfire
capability to detect
location of sniper and
small arms fire under
all conditions and from
moving and stationary
soldiers and vehicles

Same as R6 Same as R6 Same as R6

R7 Need a small, hand-held
sensor to "see" through
walls; need to sense if
room is occupied

Existing stealth
capability provides
visual observation of
any point on battlefield;

Programmable, basic
sensor & platform
attached to stealth,
operated by MITL;
generic threats &
counter-measures via
SAF; no SAF impact

Model specific sensors
and platforms;
performance NOT
physics based models;
assume models are
given to DWN

R5 Need a small unit intel
tool to conduct remote
recon; single man
portable; multi-sensor;
connect to higher level
comms; for fireteam
leaders & squad leaders

Same as above Same as R7 plus
connect DWN to
Applique via LW C4I
linkage

Same as R7

R41 Need a position locating
device which works
inside buildings and
gives update since last
GPS fix

Existing stealth
capability provides
ability to observe
location of any soldier
in buildings; can tether
to individual or observe
from a given position or
via joystick or via PVD

Existing ability for SAF
to maneuver in
buildings and to present
locations on PVD
modified to show room
partitions and different
floors; also wire-frame
mode when 3D

Specific technique is
modeled using
performance based
modeling; results in
location uncertainty for
VICs and SAF soldiers
in buildings
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3.4.2.6 LW/OICW New Equipment Training (NET)
Application Domain VIC SAF

OPFOR
SAF
BLUFOR

SAF
GRAYFOR

Other

LW/OICW NET TEMO IC IC

Premise:

Virtual simulation could be used for New Equipment Training; i.e., weapon system familiarization
for the IC for the MWS and the OICW.

Experiment Issues:
• Fidelity of the weapon simulation
• Size, weight, functionality should match very closely
• Aiming, fly-out models “good enough” to perform familiarization
• Should rifle mounted joystick be removed?
Approach:

Enhance VIC Delta as required so that it will support both the MWS and the OICW. Integrate
with DISAF playing OPFOR; focus on individual NET. This requires development of training
doctrine; the SSE can be used to help develop and refine the doctrine.

Outcome:

DI familiarization training for the MWS and OICW.

Impact on SSE:

Add OICW simulation capability to VIC Delta as described in Figure 3.4.2.4-2. Convert and/or
develop the necessary databases. The higher fidelity requirements associated with the T&E
application (Section 3.4.2.5) are not as applicable to this NET application.

3.4.2.7 Mission Rehearsal
Application Domain VIC

(Desktop)
SAF

OPFOR
SAF

BLUFOR

SAF
GRAYFOR

Other

Mission Rehearsal TEMO IC -> Sqd Rapid DB

Premise:

There is a need to rehearse a mission prior to execution; virtual simulation can provide an
effective means to do this. Virtual simulation can provide some distinct advantages over
instrumented live simulations for mission rehearsal, as illustrated in Figure 3.4.2.7-1.

Experiment Issues:
• Access to source data
• Rapid database generation
• Portability (en-route planning & rehearsal)
Approach:

Utilize USAF Special Operations Forces Kirtland Air Force Base (KAFB) for dataaccess and
database generation. Utilize desktop version of SVS for visualization to perform LOS checks,
find hide points, etc. Add 2D path generation capability. Multiple devices networked together for
group activities. Perform experiment to prove concept. See Figures 3.4.2.7-2 and 3.
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Outcome:

Mission rehearsal in 72 hours, at home station and while en-route.

Impact on SSE:

Modify the desktop version of SVS to support a 2D plan view display with the ability to create
and playback paths for DI entities. Establish a linkage between the LWTB and Kirtland AFB.
Convert and/or develop the necessary databases.
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R
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E

D
A
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A

INTEL
ANALYSIS

IMAGE
CONTROL TEXTURE

DATUM
CONVERSION ENHANCEMENT

IMAGERY

DATUM
CONVERSION

POLYGON
GENERATION

CULTURE

MODELS

IMAGE
ENHANCEMENT

CREATE
GEOMETRY

TEXTURE

FORMATTER

TERRAIN POLYGON
GENERATION

DATABASE

Kirtland AFB DBBLLong-haul
linkage

Network of database
workstations

Parallel processes distribute work load:

Link
Link

Desktop DI
Simulators

Figure 3.4.2.7-2: Mission Rehearsal Experiment Set-Up

Instrumented Live Virtual

• Natural Environment “In the Dirt”
– Constrained to a single training site
– Mission rehearsal would require a

mock-up of the target area
• Limited Control of Environment

– Weather uncontrollable
• Limited Explosives, Weapons Use

– Safety, cost issues
• Heavy Resource Requirements

– BLUFOR, OPFOR, GRAYFOR
– Reps, restarts are time consuming

• Video, analog & digital data records
– Digital events, analog voice
– Video interpretation labor intensive
– Sparse digital data (no miss data)
– Synchronization of analog, video

& digital data for replay is difficult
• Partial quantitative analysis

– Summary statistics (total ammo)
– Ambiguity (misses or hits?)
– Human interpretation required

• Synthetic Environment “Digital Dirt”
– Unconstrained; any geographic area
– Mission rehearsal possible within 48

to 120 hours of receipt of source data
• Total Control of Environment

– Day, night, fog
• Unlimited Explosives, Weapons Use

– No safety or cost constraints
• Light Resource Requirements

– SAF for OPFOR and/or GRAYFOR
– Many reps in a short time frame

• All digital data records
– Digital events, digital voice
– Video unnecessary (recreate events)
– Comprehensive data (hits & misses)
– Digital replay automatically

synchronizes all events
• Complete quantitative analysis

– Detailed statistics (misses per target)
– Unambiguous (all hits are known)
– Computerized analyses Figure 3.4.2.7-1:

Virtual Simulation Advantages for Mission Rehearsal
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Figure 3.4.2.7-3: Desktop VIC Characteristics/Capabilities for Mission Rehearsal

3.4.2.8 Enhanced CCTT DI Module (DIM)
Application Domain VIC SAF

OPFOR
SAF

BLUFOR

SAF
GRAYFOR

Other

Enhanced CCTT DIM TEMO Sqd Ldr Voice Rec

Premise:

DI trainees need to be more immersed in the CCTT virtual environment.

Experiment Issues:
• The DIM user must wear two hats - Squad Leader and SAF Operator
• The current DIM user interface is not immersive - user sits at a desk, uses a joystick & CRTs
Approach:

Integrate VIC Delta with CCTT DIM via DIS. Convert CCTT database to OpenFlight format for
use with VIC Delta. Enhance VIC Delta with needed weapons, sensors, etc. Add voice
recognition to eliminate need for SAF Operator. Figure 3.4.2.8-1 illustrates.

Outcome:

Improved training for Squad Leaders and other users of DIM.

Impact on SSE:

Add CCTT weapons simulation to VIC Delta, including the M47 Dragon, M203 Grenade
Launcher, M60 Machine Gun, Anti-Armor Weapon System-Medium (AAWS-M) , and Multi-
Purpose Individual Munition (MPIM). Add CCTT specific sensors to VIC Delta, including a
Digital direction indicator (compass) and 7x power binoculars. Convert the selected CCTT
database to OpenFlight format for VIC Delta compatibility. Voice recognition capability needs to
be added to VIC Delta to communicate with the CCTT DIM.

• Virtual reconnaissance
– Fly-over digital database
– Can also move through a building
– Joystick or tethering
– Wire-frame mode (see thru walls)

• Environment controls
– Sensor modes (NVG, thermal)
– Open/close doors
– Initialize furniture position, size

• Animation
– DI-Guy model
– Tether to animated soldiers

• 2D Display Window

– For plan view monitoring

• Commercial-Off-The-Shelf (COTS)
– Subset of VIC Delta capabilities
– “Desktop DI Simulator”

• Initial application: “Stealth Viewer”
for McKenna MOUT Site

– Via ADST II contract
– Also used at Camp LeJeune

MOUT Site
• Pentium PC

– Windows O/S
– Joystick

• DIS 2.0.4 compatible
– Planned: HLA compatible

Characteristics Capabilities
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DIS 2.0.4 Network
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(*) With functional enhancements to support CCTT DI specific weapons, sensors, etc.

SEDRIS

Figure 3.4.2.8-1: CCTT DIM Approach

3.4.3 Application Requirements Summary

In this section we attempt to summarize the overall impact to the SSE in the form of an
Applications Requirements Matrix; see Table 3.4.3-1. In this table the requirements are expressed
as changes to the baseline capability, the Squad Synthetic Environment, previously characterized
in Table 3.4-5.

Table 3.4.3-1: Applications Requirements Summary Matrix

Application General Human
Perfor-
mance

Simulated
Equipment

Environ-
ment

Real
Equipment

Data
Generation

DI C4I TTP
Development

Hostage
GRAYFOR
behavior,
Sniper OPFOR
behavior

More DI C4I
screens,
thermal,
grenades

Database
as required

VIC + SAF ES, Fire,
Impact,
Collide
PDUs &
Data PDUs
with C4I
info

Mogadishu
Recreation

Co level
BLUFOR
behaviors;
mob, hostage
GRAYFOR
behaviors

Develop
Mogadishu
database

SAF only;
need more
DISAF
stations

ES, Fire,
Impact,
Collide
PDUs

MOUT
Human

Performance
Data

Add MOUT
weapons as
required, reduce
aim lag time

Database
as required

VIC + SAF ES, Fire,
Impact,
Collide
PDUs
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Application General Human
Perfor-
mance

Simulated
Equipment

Environ-
ment

Real
Equipment

Data
Generation

LW, OICW
T&E

Improve
display
reso-
lution

OICW mock-up,
weapon model,
TWS, improve
aiming, add
recoil

Database
as required

VIC only ES, Fire,
Impact,
Collide
PDUs

MOUT ACTD
T&E

Hostage
GRAYFOR
behavior

Improve VIC
sensor models

Database
as required

VIC + SAF ES, Fire,
Impact,
Collide
PDUs

LW, OICW
NET

OICW mock-up,
weapon model,
TWS

Database
as required

VIC + SAF ES, Fire,
Impact,
Collide
PDUs

Mission
Rehearsal

Database
as required

VIC only;
modify
desktop VIC
with plan
view

ES, Fire,
Impact,
Collide
PDUs

Enhanced
CCTT DIM

Add CCTT
weapons &
sensors

Convert
CCTT
database

VIC only ES, Fire,
Impact,
Collide
PDUs

3.5 Architecture & Strawman Designs

This section describes a general architecture for a dismounted infantry testbed that can support all
of the application domains – TEMO, ACR, and RDA. The term testbed rather than simulator is
used, since it is envisioned that a suite of simulators or simulator components, such as HMDs or
treadmills, may be required in addition to the basic SSE to address specific domain issues. This,
of course, is in addition to ModSAF (containing DISAF) stations, other lower-fidelity player
simulators, such as BAYONETs or tabletop SVSs, and system support elements such as data
loggers, stealths, AAR stations, and data analysis tools.

Like all currently fielded simulators, the SSE and its support elements interoperate using DIS
protocols. The DoD has mandated that “The Department shall cease further development or
modification of all simulations which have not achieved, or are not in the process of achieving,
HLA-compliance by the first day of FY 1999, and shall retire any non-compliant simulations by
the first day of FY 2001.” [Memorandum from the Under Secretary of Defense dated September
10, 1996]. This obviously dictates that the SSE and its support elements must transition to HLA.
Transition plans are defined later in this section.

Following the architecture discussions, a strawman design is presented for a more capable SSE
that will better meet the needs of the user community. In the absence of any specific design
requirements, except for the voluminous, comprehensive, and often unavoidably vague DWN
Requirements Report [ref 3], a scenario developed from one of the candidate application areas
will be used to derive the simulator requirements. This scenario is intended to provide an
operationally rich environment that will exercise a broad range of VIC and SAF capabilities,
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generating requirements for a robust simulation that will more comprehensively serve the test and
training needs of the application domains.

3.5.1 DI Architectures

3.5.1.1 VIC Simulator

The configuration of the basic SSE component, VIC Delta, is presented in Figure 3.5.1.1-1 below
(this is the same as Figure 3.4-1). The principal component of VIC Delta, the SVS, is a black box
COTS product. Its internal communications and functions are set by the manufacturer, with
certain parametric options available to the user. The virtual radio provides an audio feed to/from
the soldier-operator, with the virtual radio computer handling the transformation of the audio into
PDUs and their transmission over the DIS network, and vice versa for incoming voice PDUs. The
DI C4I component of VIC Delta is also a DIS-compatible standalone device. Its integration with
the SVS is through a hand-operated input device that communicates directly to the DI C4I
computer over an RS-232 interface, and via the HMD, which is time-shared with the weapon
channel of the SVS through a video switch controlled via the remote hand-operated device. The
HMD itself is an optional component that can display an independent viewpoint that usually is
coupled to the weapon line of sight.

The integration of additional VIC Deltas to form the SSE or beyond is a straightforward exercise
in network host address assignment and DIS exercise set-up. The current VIC Delta system
supports DIS version 2.0.4.

video

VS = video
switch

D
IS

N
et

w
or

k

Projector display
screen

Posture & weapon pointing data

SVS
PC 2

Weapon or DI C4I View

Joystick (mobility), trigger, lasing controls

Tracking
System

Soldier View

DI C4I
PC

SVS
PC 1

VS

DI C4I View Control (RS-232)

Virtual
Radio

Soldier Visualization System (SVS)

HMD

Weapon View

DI C4I View

Figure 3.5.1.1-1: VIC Delta Block Diagram
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Versions of the SVS can operate using a binocular HMD as the primary display device and using
the Omni-Directional Treadmill (ODT) as the soldier locomotion control device. The fact that
these other versions exist raises an interesting point concerning the ability of this or any single
dismounted infantry simulation device to meet all of the users needs. Without getting into detailed
design issues, it seems apparent that the SSE as it will exist will be effective in addressing some
percentage of issues that users are interested in, and that this percentage will be less than 100%.
This has already been seen within the context of DWN when investigating possible applications to
the MOUT ACTD and OICW. Some of these issues will be better addressed by constructive or
live simulations, some possibly by other virtual simulators. But given that the LWTB SSE will
represent the most comprehensive and extensive DI simulation facility existing to date, and that it
exists at the home of the infantry, it seems the logical place to serve as the focus for DI
simulation. Thus, the LWTB should be developed as an integrated testbed with a wide range of
capabilities. It will have taken a major step in this direction with the introduction of the SSE.
Other tools should be introduced that will augment this capability to address as broad a range of
DI-related issues as possible. Some of these may be stand-alone, such as constructive models,
some may be integrated with the existing SVS-based VIC Delta, as the binocular HMD and ODT
were previously, and others may exist as unique full-mission or part-task simulation devices that
are fully interoperable with the SSE. The enhanced DISAF also presents an important capability
integral to this testbed architecture.

This concept is not a new one. It was initially presented by ARL/HRED at the Individual
Combatant Modeling and Simulation Symposium held at Ft. Benning in 1994 (INCOMSS-94).
Their vision, as documented in the proceedings [ref 1, pages 55-57] was for a "…virtual
environment laboratory that would be composed of constructive models (Janus, CASTFOREM,
IUSS, etc.), simulations (Jack, CATT, CCTT, TTES), and interactive synthetic environments
(DIS, SIMNET)…". The requirements and uses cited for this virtual laboratory included:

1. Rapid prototyping
2. Investigation of human factors issues
3. Establishment of performance metrics
4. Reconfigurable
5. Validation of system design
6. Concept demonstration
7. Generation of specification and performance requirements
8. Assessment facility
9. Upgradable – technology independent

Enabling technologies identified for the virtual reality laboratory included:

1. Real-time 3D computer graphics
2. Wide-angle stereoscopic displays
3. Viewer (head) tracking
4. Hand and gesture tracking
5. Binaural sound
6. Haptic feedback (tactile and force)
7. Voice input/output
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As can be seen, the technologies and capabilities needed to support a virtual environment
laboratory have not changed much over the past five years or so, only the ability to realize specific
performance goals. With an additional emphasis on weapon tracking, visual databases,
locomotion support, and DISAF capabilities, the current concept is very much in concert with that
proposed five years ago. The SSE, along with current LWTB constructive simulation capabilities
and the additional benefit of a live tie-in with the McKenna MOUT site via the 3D visualization
capability, goes a long way toward the realization of this DI testbed facility. Migration to HLA
should in theory support the integration of other simulation devices. HLA supports dynamic data
management, which allows data required to support a given simulator, or federate, to be re-routed
to or from another simulation device (federate) on the network.

Where communication among stand-alone devices is required, the current architecture requires the
use of DIS 2.0.4 protocols. Integration of new system components, such as new weapons,
alternate tracking technologies or tracking of additional body parts, and different input devices
would require contracting with the developer to implement within the proprietary SVS system.
As discussed in the previous paragraph, transition to HLA may facilitate this integration.
Migration to HLA is addressed in Section 3.5.1.4.

3.5.1.2 SAF Simulator

The SAF simulator, DISAF, was developed from ModSAF variants. The DWN ERT
developments were subsequently integrated back into the ModSAF baseline and released as
ModSAF 5.0. The enhancements planned through 3QFY99 will similarly be integrated into the
OneSAF Testbed Baseline (OTB), which is based on ModSAF. Thus the SAF for SSE will
effectively be the OTB, and will have all of the features of that product.

ModSAF/OTB is a general purpose SAF system that has been under development for almost 10
years. In addition to infantry it simulates vehicles, rotary and fixed wing aircraft, artillery and
mines. It models combat and support units. It simulates communication, resupply, repair, and
engineering operations in addition to combat. The OTB makes extensive use of data files to
describe physical and behavioral model parameters, thus facilitating the tuning of models to
represent validated data and the adding of new entities and systems that are similar to old ones.
ModSAF runs on a variety of platforms including Suns, SGIs, and PCs under Linux and NT.
OTB will use HLA as well as DIS (see following section). The OTB-based DISAF will thus be
able to support future SSE needs such as inter-entity communication, vehicular transport, network
protocol extension, ports to additional platforms, voice control, and extensions to the synthetic
environment.

3.5.1.3 System Support Elements

System components that would support the use of the SSE for ACR/RDA or TEMO applications
include data loggers, stealths, after-action review stations, and data analysis tools. The data
logger obviously must reside on the network in order to access the data flowing between the
simulators. Currently, only data transmitted over the network is available for subsequent analysis.
Stealths also must be on the network in order to monitor in real time what is happening during an
exercise.
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AAR and data analysis tools need not reside on the simulation network. The data logged during
an exercise is transported in some manner to these tools, where it is replayed in 2D and/or 3D
views depending on the AAR viewer used. The SSE as proposed supports both 2D and 3D
playback. The logged data can be post-processed to analyze the abundance of event data stored
in the PDUs using one of any number of commercial software packages. During DWN, the
StatView® analysis package from the SAS Institute was used to perform the data analysis.

3.5.1.4 HLA Migration

As noted in the introduction, the migration of all DoD simulations to HLA has been mandated.
HLA-compliance can be achieved at a number of different levels. The simplest method for those
simulations that are currently DIS compliant is through the use of a gateway. Figure 3.5.1.4-1
illustrates the use of such a gateway. Basically, the gateway runs as a stand-alone application, or
federate, which literally translates DIS to HLA and vice versa.

This approach minimizes the impact on the SSE or other DIS simulators. This is the approach
that is currently planned for the first OTB releases (in 1999), and thus for DISAF. There are a
number of gateways available from the government (STRICOM, NAWCTSD) and from
commercial sources.

Figure 3.5.1.4-1: HLA Gateway.

While the gateway allows multiple DIS simulators to interoperate with HLA simulators, it does
not support the use of many HLA-unique features, such as dynamic data management. Use of the
gateway also limits the type of data that can be exchanged to that already existing in DIS PDUs.
Most gateways use the Realtime Platform Reference (RPR) FOM to structure their data, which
constrains other federates (simulators) to follow this FOM as well.

A second approach to HLA migration is through a middleware application, depicted in Figure
3.5.1.4-2. In this case, middleware application software, such as NAWCTSD’s SMOC or MaK
Technology’s VR-Link, communicates directly with the simulation software. Data output from
and input to the simulation is routed through this middleware layer, which is responsible for
handling all the HLA services. This simplifies the integration process, since most of what must be
learned is how to package the data for the middleware application, instead of all of the intricacies
of interfacing with the HLA RTI (Runtime Infrastructure). However, each simulator needs its
own unique middleware software application. One experience in developing a middleware
solution to HLA migration is discussed in Garbacz, Plamondon, and Colón [ref 26]. Again, most
middleware applications use the RPR FOM to structure their data.

GatewayDIS HLA
DIS

Simulators
(SSE)
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Figure 3.5.1.4-2: HLA Middleware Solution

The final HLA migration strategy is to modify the simulation software itself to become ‘HLA
native’, in which the simulator communicates directly to the RTI through its own interface. This
approach provides the most flexibility and is the anticipated form of future simulator
developments. Native HLA provides the capability to exchange new types of data and greater
amounts of data within existing network bandwidth constraints.

Given the requirement to interoperate with other HLA-compliant simulators, the easiest short-
term solution is to use the gateway approach. This would leave the current SSE architecture
intact. However, there isn’t much reason to integrate a gateway in the absence of a requirement
to interact with an HLA-compliant simulator (federate), except in an attempt to obtain a
certificate of HLA compliance.

Either of the other approaches requires vendor participation to support the integration. RBD, the
developer of the SVS, already has a migration plan in place that will potentially produce an ‘HLA
ready’ SVS in the 3rd Quarter ’99 time frame. They have been performing work under the
sponsorship of DMSO to develop general-purpose HLA applications in addition to investigating
DI-specific HLA issues. Migrating DISAF to HLA by using “middleware” or making it HLA-
native would require a significant modification to the software, guided by the implementation
already developed by the Joint SAF (STOW version of ModSAF) project. For the foreseeable
future, this modification would have to be sponsored by the SSE.

Transitioning individual elements of the SSE, such as the SVS and DISAF (via OneSAF) to HLA
will require either the replacement of the remaining SSE components with HLA-based
components or the use of a gateway within the SSE to allow mixed DIS-HLA communications.
System support components, radios, and DI C4I are current components that would require
upgrading.

The recommended approach is to incrementally add HLA-compatibility as it becomes available.
In the event that inter-operation with HLA devices is required in the near term, then a gateway
would suffice to meet this immediate need. The SVS systems should be upgraded to the HLA-
compliant version as this becomes available, since the SVS is a major component of the SSE. It is
not known if the SVS maintains optional DIS compatibility after migration to HLA. If not, a
gateway could be used to interoperate with DISAF and the support elements. It is anticipated
that DISAF, through the OTB, would be the second major component of the SSE to transition to
HLA, resulting in HLA compliance of the two primary components of the SSE. A local SSE
FOM could be developed to integrate the HLA component SOMs as they are developed, or a DI
reference or starter FOM could be used if it is available by this time frame. Radios and support
components should be replaced with HLA versions; HLA loggers are currently available. ASTi
has plans to migrate to HLA, but the time frame and associated costs are not known.
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3.5.2 Strawman Designs

As mentioned in the introduction to Section 3.5, a scenario from one of the proposed applications
has been developed to help define requirements for enhancement of the SSE. After reviewing the
applications, the C4I TTP development was selected as providing the greatest breadth of
coverage, allowing room for enhancements within most of the components of the existing SSE. It
is anticipated that these enhancements would provide benefits to the most application areas
beyond the immediate scope of the C4I scenario.

The scenario itself consists of a hostage rescue operation in an urban environment. The scenario
will consist of a series of vignettes that, for simulation purposes, will take place at the McKenna
MOUT Site. These vignettes are largely notional, sketching out a plausible series of events. No
claim is made that they are tactically correct in detail. This scenario is summarized below.

C4I Scenario

A Mechanized Platoon is tasked to rescue some hostages from McKenna. The force mix for
simulation is composed of one squad of VICs and the other of DISAF. The Platoon Leader
utilizes the desktop DI Simulator. The Platoon Sergeant stays with the BFVs that can be
simulated via SAF initially. After the Reconfigurable Sims are delivered by ACRT, two BFVs
could be simulated with these manned simulators. The SAF Operator role-plays a Squad Leader
for the DISAF Squad. All soldiers participating in the exercise and the SAF Operator (Squad
Leader) are equipped with Virtual Radios and C4I sets. The C4I sets provide the ability to
transmit digital maps and messages between all VICs and the SAF Operators. The hostages and
the OPFOR are played by DISAF and controlled by a second SAF Operator. We assume only a
handful of OPFOR and a like number of hostages. TheOPFORare positioned in strategic
locations on rooftops and other advantageous positions. We assume the mission is conducted at
night, and that grenades are available along with other standard mechanized force weapons.

The Mechanized Platoon approaches McKenna from the South. Within the cover of the trees
surrounding the MOUT Site the two squads dismount the four BFVs. The BFVs will provide
supporting fires to the hostage rescue mission.

Intelligence reports that hostages are being held in Building A at McKenna, and that snipers are
positioned at various points around McKenna (locations unknown). The two squads approach
McKenna using cover and concealment techniques and perform a recon to determine where the
snipers are located and identify entry locations into Building A. The C4I sets are used to
communicate the results of the recon to the Platoon Leader and Platoon Sergeant, both textually
and as graphics overlays to the map display.

During recon, an enemy truck is spotted to the northeast of the village, heading toward the
MOUT site. This information is communicated back to the command structure. Intel reports the
truck is arriving to remove the hostages. Using laser ranging and C4I, the truck position is passed
back to the Platoon Sergeant, and he tasks one of the BFVs to eliminate the truck. The BFV
moves into position, then fires and eliminates the truck.

During and after recon, the two squads work cooperatively to eliminate or suppress the sniper
fire. This requires coordinated movement through McKenna to minimize exposure and to get
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crossing fires on the enemy positions. The C4I sets are used to support this movement, and to
update positions and status of the enemy snipers.

The SAF Squad sets up an overwatch position to cover the VIC Squad as it enters Building A.
The VICs conduct room clearing operations until they locate the hostages. Status is reported back
after each room is cleared using C4I. After neutralizing the OPFOR guarding the hostages, the
hostages are released and the mission ends.

3.5.2.1 VIC Strawman Design

As discussed in Section 3.2.1.18, the summary section of the VIC-related technology assessment,
there are few full-mission DI simulators available. The only two that are commercially available
are the SVS and the 3-D FATS system, the latter has not been seen by the authors of this report.
The SVS DI system has demonstrated capability in a variety of configurations during DWN ERT,
and benefits from its developer’s experiences during the predecessor DWN experiments. Thus,
the SVS was the obvious system of choice to form the basis of the SSE. While the SVS is the
baseline DI simulator, its performance is compared critically against the ‘strawman design’ shaped
by the following requirements.

The VIC DI simulator strawman design is based on three separate sources of operational and
performance requirements: 1) DWN lessons learned, 2) the C4I scenario defined in the previous
section, and 3) data requirements derived from the above scenario. These requirements are
addressed in turn in the following sections.

3.5.2.1.1 DWN Lessons Learned

The lessons learned applicable to the VIC component of the SSE are detailed in Section 3.3.1
General implications for the design of the VIC DI simulator are summarized below:

1. Displays. A rear-projection system such as that used by SUTT or SVS provides an adequate
baseline, and should incorporate the highest resolution available. A binocular HMD is desired
as an optional primary display when issues involving sensors or equipment such as NBC
masks are being investigated. Simulation of an IHAS-type display should provide greater than
VGA resolution, preferably in a full-color display. This supports the monochromatic baseline
(either red or green) while providing growth to full-color capability.

2. Locomotion. Self-movement by means other than high-performance treadmill-type devices is
acceptable for most tasks. Weapon-mounted thumbswitches or foot-pedals have yielded
acceptable results in locomotion tasks, but the control output should be optimized for slow,
controlled movement such as inside of buildings, as well as allowing more rapid movement
over terrain. Independent visual line of sight and velocity vector control is desired, but
achieving this in a non-confusing manner with a projection display system is difficult to
envision. At a minimum, cross-coupling effects of combined control should be minimized.

3. Weapons. The physical weapon mock-up should have weight and balance approaching that of
the actual weapon. Construction of the weapon should be adequate to withstand use (and
anticipated misuse) for several years. Tracking of the weapon to support target engagement
should provide reliable, accurate aiming in all required postures out to 150 meters, at a
minimum. The user community should provide a defined standard of accuracy for validation
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of this requirement. In the absence of such requirements, LMIS has used data from the US
Army’s qualification firing/record fire training documentation [ref 27].

4. Animated DI model. A model with the physical fidelity of DI-Guy should be provided, but
with greater potential for control of postures and movement. Tracking of the human user in
the simulator should allow for greater postural control of his avatar, ultimately to include arm
gestures. Collision detection should prohibit the user from moving, looking, or placing a
weapon through structure. Ideally, this would be integrated with haptic feedback to the user
to inform him of collisions with structure or other entities. The representation of the avatar in
the virtual environment should prohibit the displaying of body parts or weapons protruding
into or through structure. Different body types and facial characteristics should be supported
to aid in the identification of the individual squad members.

5. Database. A SEDRIS capability should be supported for interoperability with other
simulators, such as CCTT devices that are also resident at Ft. Benning. (Obviously, other
interoperability issues with CCTT must be addressed as well.) SEDRIS should be able to
interpret MES structures as well. Building interior lighting and/or other improvements must
be made to better support locomotion and navigation through buildings. In the open terrain
environment, physical model range attenuation needs to be validated against desired detection,
recognition, and identification criteria. Obviously, the display system must support these
criteria as well. Open terrain databases should have a higher density of features that would be
used by DI during operations. The featureless desert database (29 Palms) used during DWN
tests did not adequately support many of the engineering and user test objectives.

6. Image Generation. The image generators used during DWN and DWN ERT varied in
performance and ease of use. Obviously, image generators should be easy to integrate into
the simulation, should support displaying databases defined above, and should be able to
provide a minimum of 15 Hz update rates consistently within the most demanding scenarios,
e.g., urban environments.

7. Sounds/Radios. Headsets used to present sound or radio communications must be integrated
into the overall system, including IHAS and HMDs if used.

8. Gestures and Voice Recognition. It desirable that the simulation be able to support the
capture and generation of gestures. For the VICs, this involves tracking the arms,
transmitting this information, and having a DI model that can represent the defined motions.
Gesture recognition, like voice recognition, is only required if communications between the
VICs and DISAF are required.

While none of these requirements represent a giant leap ahead from current SSE capabilities
(except for gesture and voice recognition), they do pose a non-trivial challenge to the developer in
many areas. The intended result of these enhancements is to produce a more robust system with a
greater basic capability to support user tasks at higher fidelity.

3.5.2.1.2 C4I Scenario

In a classic system design process, in the absence of a design specification, one can begin with
operational requirements, construct a representative mission scenario, then successively
decompose the scenario into smaller discrete tasks and task elements to whatever level of detail is
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desired. Then the design process begins to develop a system that can perform these task
elements.

Obviously, it is not the intent of this document to develop a detailed design for a DI simulator
from scratch. Working within the existing framework of the SSE, the goal is to define design
enhancements based upon the three identified sources of information (lessons learned, scenario,
data). This section documents additional system requirements imposed by a scenario that was
chosen to be representative of a potential application of the SSE. Some requirements are
explicitly defined in the scenario, some are determined by selection of elements such as a
mechanized platoon, and some are inferred as necessary to support the action. These
requirements are discussed below.

Defining the operational unit as a mechanized platoon requires the display of BFV models in the
visual database. Troops arriving in the BFVs implies that the soldiers are in BFV simulators and
dismount to the simulators, or are sitting in the SSE within a virtual BFV. This requires sitting
postures for the avatars, and the animations to support dismounting from the BFV. The
alternative is to begin the scenario after the troops have dismounted. Members of a mechanized
platoon use the following weapons: M16A2, M249 SAW, M203 grenade launcher, and Javelin.
Grenades were explicitly mentioned in the scenario. Some physical mock-up of these weapons
(alternately a generic weapon if acceptable to the user) must exist for the soldier, and the virtual
model of each of the weapons, their ballistics (where significantly different, such as the M16 and
M203), their sounds, and their effects must be simulated. For the OPFOR and GRAYFOR, a
standard weapon would be the AK-74, and the mention of snipers implies they are using a SVD
sniper rifle. Associated firing effects and unique sound signatures are required to aid in the
soldiers’ identifying and locating hostile fire. Spatialized sound would also assist in this process.

The C4I component of the scenario requires hardware and software to support this capability.
Within the context of the SSE, this means an IHAS-type display, the DI C4I simulation software
developed under DWN ERT, and the virtual radios. Laser rangefinding capability is supported by
the DI C4I – this function may be assigned to one of the weapons if desired.

Visual models, in addition to the BFV, include a truck and human models for the BLUFOR with
appropriate weapons (possibly including IHAS and other unique equipment), OPFOR,
GRAYFOR (both with weapons), and civilians/hostages. The stated database is McKenna, with
buildings (at least Building A) that can be entered by the virtual troops, including DISAF.
Weapons effects for the BFV must be supported, along with a destroyed, probably flaming and
smoking, model of the truck. Depending on the method of ingress into the building, dynamic
hole-blowing may be required.

Troops approach using cover and concealment. This implies the complete range of postures from
standing to prone, walking to running at a sprint. Thus, the simulator must support generation of
these behaviors and the visual models should support their display.

Finally, the operations are to be conducted at night. Thus, the simulation must support weapon
and soldier night vision sensors, presumably the TWS (infrared sight) for the weapon and NVGs
(image intensifiers) for the soldier, either stand-alone or integrated into the IHAS. Also, the
terrain database and all visual models must support being displayed in thermal and I2 views in
addition to normal daylight.
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3.5.2.1.3 Data Requirements

Another way to identify requirements is to assess data requirements. The steps involved in this
process are 1) select an application area, 2) define the measures to be used to assess system
performance, then 3) use these measures of performance to define what the critical elements of
the simulation need to be to support the performance of tasks and collection of the data elements
generated by the execution of these tasks. For example, the MOUT ACTD wanted to assess the
impact of different NBC masks on soldier visual task performance. Parameters that could be
affected include soldier FOV, visual acuity, and effective FOR. This could be simulated in a VIC
Delta using an HMD as the primary display device. The ability to control and change these
parameters now becomes a requirement. Soldier visual task performance could be measured by
building search effectiveness for DI targets. Measures could include number of rooms missed
during search, number/percent of DI targets located, number of collisions with building structure,
and so on. Data required to support these measures include position over time with respect to
building interiors, collision detection, targets found out of total number of target opportunities,
some way to identify when target is found (e.g., by shooting at it), etc. The task could be
complicated by having to discriminate between types of DI targets, e.g., civilian versus OPFOR.
Thus, correct identification would be another metric. All of these simulation capabilities and
simulation data recording support would be requirements on a simulation. To a large extent, the
scenario defines the what; the data defines the why.

During the DWN experiments, simulation data included in the Entity State, Collision, Fire, and
Detonation PDUs were collected to develop the primary objective measures of performance
(MOPs). These proved to be sufficient for the intended purposes of the experiments. These
MOPs (target aiming error, number of target hits, time to complete course, number of targets
identified, ranges targets detected, etc.) were collected to yield higher-level measures of
effectiveness (MOEs) such as weapon aiming, target detection, classification, and identification,
route-following, and other performance measures.

The data required for any application will vary depending on the MOEs that the user wishes to
assess. Currently, most if not all of the MOEs users are typically concerned with are covered
within some DIS PDU. As use of DI simulators for test and evaluation increase in frequency and
scope, additional data elements may be required. The more open HLA architecture readily
supports the addition of data; in DIS it may be able to be accommodated through modified or
unique data PDUs.

Table 3.5.2.1.3-1 presents some MOEs/MOPs that may be of interest for the C4I scenario. It is
intended to be illustrative, not comprehensive.

Table 3.5.2.1.3-1: Potential Data Requirements for C4I Mission

Measure of Effectiveness Measure of Performance
Time to complete mission Mission start time

Mission end time
Loss Exchange Ratio Enemy killed

Friendly killed
Rescue Success Number of hostages successfully released
Enemy Engagement Success Number of enemy troops
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Measure of Effectiveness Measure of Performance
Number of enemy troops fired upon
Number of enemy troops killed
Average range of enemy killed
Weapon used to destroy enemy
Rounds per enemy casualty

BLUFOR Survivability Number of BLUFOR
Number of BLUFOR fired upon
Number of BLUFOR killed

Communication Effectiveness Time of event to be reported (e.g., enemy located by it having
fired on BLUFOR)
Time to construct message
Time message sent
Time message responded to (as in Call for Fire or mission re-
direct)
Number of voice communications

Maneuver Effectiveness Time to reach defined waypoints (radius around xy location)
GRAYFOR Identification Effectiveness Number of GRAYFOR killed

Number of civilians killed
Number of hostages killed by BLUFOR
Number of BLUFOR killed by GRAYFOR

Ingress Tactical Performance Loss Exchange Ratio outside building
Building-Clearing Tactical Performance Loss Exchange Ratio inside building

As SSE-type simulations become more sophisticated, data including casualty information (wound
type, severity), soldier physiological or psychological state (fatigue, hunger, thermal stress), or
more detailed system-use metrics (response times, operational errors) may be collected. While this
data is currently not supported under DIS, the transition to HLA opens the door for additional
types of data such as this.

3.5.2.1.4 Summary

It is clear, as is usually the case, that the above requirements do not define a design solution.
Some enhancements, such as physical weapon enhancements, are straightforward (though not
necessarily cheap or easy). Others, such as animated DI model enhancements, may represent a
significant effort by an as yet unidentified source. Incorporation of grenades may be implemented
along with arm tracking, or perhaps it could be treated as a special hand-held weapon launched by
a button or other means. Weapon aiming has proven to be a difficult problem to solve,
particularly over the range of postures required. Integrating weapon aiming with improved
soldier postural tracking, including arm movements, may require a new technology, such as video-
based tracking, or it may require the integration of two separate solutions. However
implemented, the incorporation of the proposed added capabilities will greatly enhance the utility
of the SSE over the range of possible user applications.

3.5.2.2 DISAF Strawman Design

The scenario requires DISAF to simulate a number of different entities, devices, behaviors, and
events. The existing DISAF is able to simulate some of these items with only small changes to
data files; other items will require additional development.

3.5.2.2.1 Existing Capabilities
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DISAF can simulate a mechanized infantry squad armed with the standard complement of
weapons, i.e. M16A2 assault rifles, SAWs, AT8s, and M203s. Individual OPFOR with AK47s
can be modeled. DISAF can also simulate a platoon of M2 Bradley IFVs and an OPFOR truck
(e.g. Ural-375 4-ton).

DISAF can mount a fireteam on an M2, move the M2 to a designated location, and dismount the
fireteam. The fireteam elements occupy firing positions along a designated line. In the scenario,
the M2 platoon will be created some distance from the McKenna MOUT site, and the DISAF
fireteams will be created near the vehicles. The BLUFOR operator will mount the DISAF
fireteams on two of the M2s. At that point, the scenario is ready to begin. The BLUFOR
operator will move the M2 platoon to positions near the MOUT site, dismount the DISAF
fireteams, and designate the initial position for the fireteam. The manned VICs will be assigned to
the M2s that did not have DISAF fireteams in them, and they will also move to initial positions.

The DISAF fireteams will be able to move through the MOUT site under control of the BLUFOR
operator to support the recon of the village. Communication between the DISAF fireteams and
the VICs using C4I equipment will have to be simulated by the BLUFOR operator (playing the
squad leader only) using the DISAF Plan View Display and a copy of the VIC C4I system. If the
DISAF fireteams are given permission to fire, they will engage OPFOR they see. Likewise, M2s
can engage OPFOR they see.

When the OPFOR truck is detected, the BLUFOR operator will task one M2 with moving to the
appropriate side of the MOUT site. With weapons free, it will automatically engage the OPFOR
truck. The M2 will use its night vision capability to detect the truck.

When the DISAF squad supports VIC maneuvers, it can be positioned by the BLUFOR operator
along a line and either watch with weapons free or lay down suppressive fire.

3.5.2.2.2 Additional Development

DISAF does not model any civilian entities; civilians could be added fairly simply by defining a
new entity type in DISAF and a new DIS type for communication with the VICs. The DISAF
units editor would have to be modified slightly to allow it to specify a neutral force orientation for
the entities.

DISAF includes models for night vision devices including image intensifiers and infrared sensors.
A night vision device may be easily added to an entity. However, the automatic selection of night
vision equipment is always turned off (commented out of the code). This code would have to be
reintegrated to enable the selection of night vision devices. Furthermore, there is no data in
DISAF for the optical or thermal contrast of different vehicles or lifeforms. In order to have the
night vision capabilities of the DISAF BLUFOR match those of the VICs, the DISAF model
would have to be modified and/or fleshed out to match the model in the VICs. This enhancement
would most likely require only changes to data files, but would require research to collect data
and experimentation with VICs.

DISAF entities cannot be placed on the roofs of any buildings except for Building A in the
McKenna MOUT database. Therefore if DISAF is used to play the OPFOR snipers, they would
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have to be placed in the street or on the Building A roof. DISAF snipers and hostage guards could
be given patrol routes to walk repeatedly. OPFOR snipers on roofs could be simulated by DISAF
if the DISAF terrain library were modified to support entities on simple volume buildings.
Elevation lookup and line of sight algorithms might both have to be extended to work properly
with these buildings. Also, the terrain database itself would have to be examined and possibly
improved to make sure that the volume buildings in it match the visual representations of the same
buildings.

Alternatively, all buildings in the database could be modeled as MES buildings; DISAF snipers
could then be placed inside and use windows. This approach would also allow DISAF snipers to
use the church bell tower. Modeling all of the buildings as MES would require a significant
encoding effort; the effort would probably warrant improvements in the MES AutoCAD plug-in.
Further, the DISAF plan view display was designed to show one building and would probably be
unacceptable for displaying multiple buildings. Improvements would be required so that the
operator could show different levels of different buildings, for example. Finally, the impact of all
of the MES data on DISAF performance would have to be investigated to determine if significant
code optimizations are required.

In the current version of DISAF, OPFOR snipers and hostage guards will only react to BLUFOR
by shooting at entities they see. Behaviors could be developed for DISAF OPFOR snipers to
automatically select directions to scan visually, and to automatically react to BLUFOR forces by
moving to different positions. OPFOR hostage guards (in building A) could be made to react
autonomously to BLUFOR forces by moving toward apertures, moving toward the OPFOR,
changing posture, shooting hostages, running away, etc. Hostages could be given autonomous
reactions to fall prone, run away, etc. Each of these behaviors requires the development of a new
DISAF behavior library and integration of the libraries with existing behavior.

Suppression effects could be modeled for all IC entities. These autonomous reactions could cause
entities to seek cover, abort firing and seek cover, fall prone, run away, etc. Suppression
modeling would require some research into suppression effects (such as the work by Fineberg in
ModSAF), creation of stress monitors, and development of a new behavior and/or modifications
to existing behaviors.

Hand grenade blast effects would need to be modeled. These effects would be similar to the
effects of 40mm grenades launched by the M203. Offensive/stun grenades could also be modeled.
In addition to modeling effects, behaviors could be modified to allow DISAF fireteams to employ
grenades and assist in clearing Building A. Behavior modification is the more difficult part of this
task and requires research into employment doctrine, additional terrain awareness, and
development of behaviors. Note that hand grenades (including use as well as blast effects) are a
planned extension to DISAF in late 1999.

The behavior of DISAF entities would be much more realistic if they sensed (heard) weapon fire.
OPFOR snipers and hostage guards should detect BLUFOR if there is gunfire anywhere in the
village; they could then orient to the threat, assume defilade positions, pursue the threat, etc.
Aural detection would be especially important if the OPFOR did not have night vision devices and
could not see the BLUFOR. Hostages and BLUFOR would also act more realistically if they
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could detect gunfire. Aural detection requires enhancements to the DISAF representation of
threats, the introduction of simple models of noise generation, propagation, and sensing, and
enhancements in reactions to threats (or sounds). Aural detection would be integrated into the
existing vision-based situation awareness. Note that aural detection is a planned extension for
DISAF in late 1999.

3.5.2.2.3 Summary

As it is, DISAF can support most of the players and events in the scenario including BLUFOR and
OPFOR combatants, vehicles, mounted movement, dismounted movement, night conditions, and
engagements. The exercise can be made more flexible and realistic by enchancing DISAF in
several areas. These enhancements would consist of additions and modifications within the
existing DISAF design; they would not require a change to the fundamental DISAF architecture.
The following list summarizes the required DISAF changes:

1. Civilian entities. Adding civilian entities requires changes to the units editor and to object
definition data compiled into DISAF.

2. Night vision. Enhancing night vision realism requires only minimal code changes, but also
requires collection and validation of data for realism.

3. Terrain enhancement (one of the following)

a. Volume-buildings. Modifying the terrain library to allow entities to use the tops of
buildings is a moderate coding change; it requires significant integration testing because it
potentially impacts other parts of DISAF. This enhancement might also require modifying
the terrain database to correct problems in the volume buildings.

b. MES buildings. Adding MES buildings would probably require improvements in the
DISAF display code. Encoding all of the buildings in MES format is a significant task and
may warrant extensions to the MES editing tool developed for DWN.

4. Behaviors

a. OPFOR snipers. Introducing OPFOR sniper behaviors requires adding new behavior
libraries to DISAF.

b. OPFOR guards. Introducing OPFOR guard behaviors requires adding several new
behavior libraries to DISAF.

c. Hostages. Introducing hostage behaviors requires adding new behavior libraries to DISAF.

5. Suppression. Adding suppression effects requires modifications to many DISAF libraries, and
possibly the addition of new behaviors.

6. Hand grenades. Adding hand grenades requires an extension to the physical model of the IC
to model deploying and throwing actions, and the addition of a new munition entity with free-
fall dynamics.

7. Aural Sensing. Aural sensing requires the addition of a new library to DISAF to model the
physics of (simple) sound generation, propagation, and detection.
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3.6 V&V

From DA PAM 5-11, Verification, Validation, and Accreditation of Army Models and
Simulations [ref 28]:

1. Validation: The process of determining the extent to which an M&S (model and simulation)
is an accurate representation of the real worldfrom the perspective of the intended use of the
M&S (italics added).

2. Verification: The process of determining that an M&S implementation accurately represents
the developer’s conceptual description and specifications. Verification evaluates the extent to
which the M&S has been developed using sound and established software engineering
techniques.

The above definitions identify two key issues that are as applicable to dismounted infantry
simulation as to any other type of simulation. First, verification implies a set ofa priori
specifications exist to which the M&S system under question was designed. Second, validation
takes into account the intended use of the M&S. Thus, not all M&S systems require the same
level of validation.

The implications of these two issues differ for each of the major components of the SSE: the VIC-
related components and the SAF component. Each of these will be discussed below.

3.6.1 VIC Related

The major verification issue with the VIC Delta components is that the basic system is composed
of COTS items – SVS, IHAS display, ASTi radio – none of which were developed specifically for
the SSE. No requirements were levied on the vendors, and few quantifiable specifications have
been identified by them. Therefore, there is very little against which to verify the system.

When it comes to system validation, there are few sources for real-world human performance
data. Where data does exist, it may be appropriate to tailor this information based on the
perspective of the intended use of the simulation. However, the exact nature of the intended use
of the SSE has yet to be explicitly defined. Thus, the V&V process will require some reverse
engineering of specifications and some functional requirements generation. The proposed
VIC/SSE verification and validation process involves the following three steps:

Step 1: Characterize VIC Delta.

This is essentially an after-the-fact verification of the implicit design requirements used by the
vendors. Once identified, the system performance parameters will be verified that they are OK
given the existing body of knowledge concerning HITL simulators. This verification will be
accomplished by performing the engineering measurements first proposed in the DWN/DWN
ERT experiment plans [refs 2, 4]. These measurements include system lags, control output
sensitivities, deadbands, and hysteresis; display resolution, physical FOV, and update rates;
tracking system resolution (static and dynamic) and stability over defined tracking region.
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Step 2: Verify that VIC Delta meets manufacturers’ stated specifications.

This will involve verification of all of vendors’ explicit design and performance characteristics. As
part of this step, it will be requested that the vendors update the model parameter and capabilities
list developed and filled out during DWN ERT [ref 4]. This list will then serve as the verification
standard. This list includes weapons modeled (physical and dynamic), geometric (programmed)
FOV, total FOR, human movement capabilities and parameters, physical models supported,
sensors simulated, sound capabilities, etc.

Step 3: Define a basic set of task-oriented requirements for VIC Delta.

These should consist of primitive task elements that support the higher-level individual or
collective operational tasks. These requirements should be obtained with the cooperation of the
intended user community. The data obtained to parameterize these elements represents one phase
of system validation. The data collected for this effort should be of the types supported by the
sections from DA PAM 5-11 pages 10-11 [ref 28]. According to this reference, “validation
involves the comparison of the M&S behavior and results to data obtained from another credible
domain that is either believed to be the real world, has been proven to closely approximate the real
world, or is from a source that is recognized as expert on the relevant characteristics of the real
world.” Recommended data sources include the following:

1. SMEs or other recognized individuals in the field of inquiry. The process of experts
comparing M&S structure and M&S output to their estimation of the real world is called face
validation, peer review, or independent review.

2. Scientific theory and accepted algorithms that define the ranges of acceptable behavior in
response to given inputs.

3. Laboratory test, developmental test, system operational test or other engineering data that
provide a set of empirical data points which correspond to specifically identified input data.

4. Training facility measurements and live fire training and tests results may also provide data
points for comparison.

5. Comparison with historical values (measurements of the phenomena of war, such as, history
results) may often provide only one or a small sample of relevant data points for comparison.
Caution must be exercised if comparing the M&S to one historical data point because, if that
one data point is an outlier rather than a norm, incorrect conclusions about the nature of the
real world and the validity of the M&S may result. However, comparison with history, when
combined with comparisons to other sources, forms a strong basis for credibility.

6. Touchstone M&S (such as, previously and separately validated M&S(e.g., IUSS)) represents
the best effort of the Army's M&S community at a given level of hierarchy and for a given set
of applications. (See AR 5-11, para 4-1b.) Comparison of M&S results with output from
touchstone M&S may provide insight on validation of output trends and magnitude.

The final step would be to verify that VIC Delta can/cannot support these derived requirements.
These requirements are expected to include: weapon types (rifles, grenades, pistols, grenade
launchers), shooting performance (hit percentage as a function of range); effective shooting
postures (standing, kneeling, prone); movement postures (high crawl, low crawl, crouched sprint,
etc.) with associated movement rates; sound/noise requirements (localization, identification of



ADST-II-CDRL-DWNERT-9800263A
March 17, 1999

UNCLASSIFIED 73

weapon type or weapon mode); sensor performance; target acquisition performance (detect,
recognize, identify as a function of range); animation model requirements (gestures, postures,
weapons, soldier identification, etc.). It should be noted that this doesn’t necessarily include
things like AMSAA weapons models or NVESD sensor models – the key is again the “intended
use” phrase in the validation definition.

The intended results of this proposed V&V process are that the SSE will become:

1. Verified to meet acceptable HITL simulator requirements

2. Verified to support anticipated user task requirements

3. Validated to represent the real world as best as possible given the data sources available and
the intended use of the system.

This should pave the way for SSE accreditation, i.e., official determination by DBBL management
that the SSE is acceptable for the specific scope defined during the V&V process.

3.6.2 SAF Related

3.6.2.1 V&V For Behaviors

From the beginning, DISAF was developed with the intention of integrating its capabilities into
ModSAF. This was realized during DWN ERT with the integration of DISAF into ModSAF 5.0.
Current work and future enhancements to DISAF will also be integrated into the OTB. Therefore
the DISAF V&V efforts have been designed to meet ModSAF V&V guidelines, at minimum.

Over the years, ModSAF has incorporated new capabilities with varying levels of V&V. The
Software Development Plan for the ModSAF program requires that there be an organized team
performing V&V activities for each integrated project. These activities include:

1. Verifying that the derived requirements correctly map to the conceptual models.
2. Coordinating with SMEs for face validation of behavioral and physical models.
3. Performing verification assessments during design and code reviews.
4. Integrating, unit testing and functional testing.
5. Support for Government Acceptance Testing (GAT)

These are not stringent V&V requirements. Some of the DISAF behaviors have only these
software engineer-generated conceptual models and SME face validations as V&V—in particular,
the Open Terrain behaviors derived from MCSAF code that are being upgraded in FY99 by the
DISAF team. The ERT capabilities, on the other hand, have undergone a much more extensive
V&V process.

The DISAF ERT behaviors are based on Combat Instruction Sets (CISs). Natural Language (NL)
CISs are developed by an SME who refers to doctrine in published manuals and his own
expertise. The NL CISs are converted to Software CISs by a software engineer and reviewed
again by the SMEs. This process was derived from the CCTT V&V process. Before the code
implementation is completed and integrated, the SME checks the software at the user interface to
see that it conforms to the CIS.
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For new behaviors being developed in FY99 by the DISAF team, time and funding constraints will
limit the DISAF V&V process to a less extensive process. CISs will not be developed. However,
a requirements document for each behavior will be developed and maintained with the assistance
of SMEs. The SMEs will be available for consultation and face validations throughout the design,
coding and testing stages.

Although there will be SME input in the development of new behavior, we do not feel the V&V
will be as good as when SMEs develop CISs at the beginning. Furthermore, the open terrain
behaviors ported from MCSAF will have little if any input from SMEs in their requirements
documentation. We therefore recommend that full CISs be developed for all of the open terrain
behaviors and all new behaviors, and that DISAF be updated as necessary to conform to these
CISs.

3.6.2.2 V & V For Physical Models.

In order for the validation of IC behaviors to be meaningful, the underlying physical models
describing primitive human actions must be valid. Unfortunately, the performance of an IC
engaging in primitive actions such as walking, running, crawling, turning around, changing
posture, readying weapons, aiming, throwing, detecting threats, and the like are not explicitly
defined by military doctrine. Further, unlike for vehicles, there is little “engineering” data
available for humans with which to develop a physical model. Typically SMEs are used to help
define and parameterize these performance characteristics. Testing tends to be very subjective; "it
looks a little slow" might be a reviewer's comment.

Validation of physical models in DISAF is actually more complicated than just making them match
the characteristics of live soldiers. DISAF must interact with soldiers using virtual simulators. The
characteristics of soldiers in VICs may not exactly match live soldiers. During the DWN ERT
experiments, instrumented tests at the McKenna MOUT Site confirmed this notion; the soldiers
were able to maneuver through the real buildings much more quickly than the VICs could in the
virtual world. Furthermore, the actions that a soldier in a VIC sees are determined in part by the
animations of the avatars rendered by the image generator. The characteristics of the animations
might not match those of live soldiers, even if the VIC or DISAF IC driving the avatar does. For
applications in which DISAF interacts with VIC, it is desirable to have the characteristics of VICs,
animated avatars, and DISAF ICs match each other.

Therefore we recommend that the DISAF be modified to better support parameter driven physical
models. ModSAF is already a data driven architecture; the modification we are suggesting here
would provide more extensive control via editable data files. The goal would be to easily change
parameters without recompiling the code. This work would need to beaccompanied by a study to
define important physical attributes of ICs in the SSE context, and possibly an upgrade of VIC IC
models and visual animations to support parameterization of these same attributes. Eventually,
studies must be performed to collect as much data as practical from live soldiers to fill in the data
files with valid values.

This capability would also benefit future planned AMSAA experiments. AMSAA has already
conducted one set of experiments to measure "quick-kill" performance in a MOUT environment;
DISAF was used as the target in these tests. Future tests will be of a similar nature, and would
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benefit from the ability to better control the primitive behaviors of DISAF controlled IC targets
and threats on a test by test basis.

3.7 Summary and Recommendations

In contemplating the end of the DWN effort, the team felt that it would be worthwhile to
summarize what we believed were the significant contributions to DI simulation that the program
had made over the course of its existence. One goal was to document the current state-of-the-art
in DI simulation by updating the technology analysis performed as the seminal effort of the
project, in order to assess the direction that other DI simulation development efforts had taken
concurrently with DWN. Additionally, the development and testing undertaken during DWN and
DWN ERT was to be documented, with both the strengths and shortcomings objectively assessed
using a ‘lessons learned’ approach. We also intended to project forward in time to what a DWN-
like simulation architecture and design might evolve into, given the requirements of potential
application areas and the mandate to migrate to HLA. Finally, during the process of defining
applications for this system, the need was identified for some sort of verification and validation of
the system. In this section we summarize the study findings and offer recommendations regarding
future enhancements to the Squad Synthetic Environment (SSE).

The technology update to the current state-of-the art in VIC DI simulation indicated that there
does not seem to be as much activity by the community at large as there was at the beginning of
DWN. Many of the development efforts underway at that time were canceled prior to
completion. Those that were completed or that are still being developed or marketed are mostly
special purpose trainers, such as for marksmanship (e.g., FATS, EST), weapons testing (SAST),
or leader trainers (TactX, CCTT DIM). Only the SVS DI, DSS, SUTT, and possibly the 3D
FATS emerge as the closest thing to general-purpose, full-mission capable DI simulation systems.
Technologies that could support further development of DI simulators, such as locomotion and
visual display devices, continue to evolve, driven more by the commercial marketplace (e.g., the
entertainment industry) than DoD.

Enhancements of virtual SAF DI capabilities, defined as systems that model individual entities
within a virtual environment rather than as de-aggregated entities in a non-real-time environment,
have occurred primarily within the ModSAF system – specifically within the DWN-sponsored
DISAF effort. The Marine Corps SAF (now MCSF), is another ModSAF-based SAF that has
continued to develop individual combatant capability. However, MCSF has not addressed MOUT
applications to the extent that DISAF has.

Dismounted infantry capabilities have also been developed for the constructive simulation domain.
JCATS in particular has been extended to include individual entities that can operate in MOUT
environments. However, JCATS does not provide the same level of human modeling offered by
DISAF, and is therefore not as useful for “close quarter” MOUT simulations as DISAF.

The results of the technology analysis support the conclusion that a baseline SSE composed of
SVS DI systems and DISAF offers the greatest potential for general purpose DI simulation based
on currently available systems. However, as even their developers would agree, it is not a
complete solution. It is unlikely that one simulator can meet all potential user requirements.
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Thus, a testbed architecture is recommended for the future development of the SSE. This report
has also attempted to identify specific areas for system enhancements through the development of
requirements generated by: 1) the collection and assessment of lessons learned during the entire
DWN effort, 2) construction of a notional application scenario that exercises most of the major
components of the SSE (and that indicated the need for additional enhancements), 3) the DoD-
mandated migration of all simulators to HLA, and 4) anticipated data collection needs to support
user’s MOEs and MOPs.

The following is a list of proposed system enhancements for both the VIC and DISAF
components of the SSE generated by the four sources of requirements discussed in the preceding
paragraph. How these enhancements are to be implemented within the SSE is a design and
integration problem that must be addressed for each system by their respective design teams.

VICS

As discussed earlier in this report, the baseline VIC, called VIC Delta, consists of an SVS, C4I
simulation, and DIS radio. The proposed enhancements are assumed to be applied to this
baseline.

1. Displays. A rear-projection system such as that used by SUTT or SVS provides an adequate
baseline, and should incorporate the highest resolution available. Simulation of an IHAS-type
display should provide greater than VGA resolution, preferably in a full-color display. A
binocular HMD is desirable as an optional primary display

2. Locomotion. Self-movement by means other than high-performance treadmill-type devices is
acceptable for most tasks. Weapon-mounted thumbswitches or foot-pedals have proven to be
the easiest to use of the devices tested, but the control output should be optimized for slow,
controlled movement such as inside of buildings, as well as allowing more rapid movement
over terrain. Independent visual line of sight and body velocity vector control is desired.

3. Weapons. The physical weapon mock-up should have weight and balance approaching that of
the actual weapon. Tracking of the weapon to support target engagement should provide
reliable, accurate aiming in all required postures out to 150 meters, at a minimum. Weapons
should include the M16A2, M249 SAW, M203, Javelin, and hand grenades for BLUFOR, an
AK-74 or AK-47 and a SVD sniper rifle for OPFOR.

4. Sensors and other systems. Night operations require visual sensors (NVGs) and weapons
sights (TWS). C4I use in the scenario requires a display, input device, and software to
provide simulation of the system. Laser ranging in support of C4I message construction
should be provided.

5. Animated DI model. A model with high physical fidelity should be provided, with user
control of postures and movement. Tracking of the human user in the simulator should allow
for greater postural control of his avatar including standing, kneeling, prone, sitting, climbing
up/down, crouching, crawling (high and low) and ultimately arm gestures – basically any
posture a user can generate. Collision detection should prohibit the user from moving,
looking, or placing a weapon through physical structures. Ideally, this would be integrated
with haptic feedback to the user to inform him of collisions with structure or other entities.
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The representation of the avatar in the virtual environment should prohibit the displaying of
body parts or weapons protruding into or through structure. Different body types and facial
characteristics should be supported to aid in the identification of the individual squad
members. Models for US Army, generic OPFOR, GRAYFOR, and civilians should be
provided.

6. Other models. At a minimum, models for a Bradley Fighting Vehicle and a truck must be
provided. Models of weapons identified above should be supported. Weapons effects and
models representing damaged or destroyed vehicles, including smoke and flames, must be
included.

7. Terrain Database. A SEDRIS capability should be supported for interoperability with other
simulators, such as CCTT devices that are also resident at Ft. Benning. Building interior
lighting or other improvements must be made to better support locomotion and navigation
through buildings. In the open terrain environment, physical model range attenuation needs to
be validated against desired detection, recognition, and identification criteria. Open terrain
databases should have a higher density of features that would be used by DI during
operations. Databases and models should support display of image intensification and thermal
imagery. Dynamic terrain capability should be supported to allow tactical ingress of buildings.

8. Image Generation. The image generators used should be easy to integrate into the simulation,
should support displaying the databases defined above, and should be able to provide a
minimum of 15 Hz update rates consistently within the most demanding environments, such as
urban terrain.

9. Sounds/Radios. Headsets used to present sound or radio communications must be integrated
into the overall system, including IHAS and HMDs if used. Sounds should be provided that
can be used to uniquely identify weapon type, firing mode, and location of fire.

10. Gestures and Voice Recognition. It desirable that the simulation be able to support the
capture and generation of gestures. For the VICs, this involves tracking the arms,
transmitting this information, and having a DI model that can represent the defined motions.
Gesture recognition, like voice recognition, is only required if communications between the
VICs and DISAF are required.

DISAF

The current DISAF can support many individual-, fireteam-, and squad-level tasks, albeit with an
extensive amount of operator intervention. Part of future development efforts is to automate the
execution of many of the existing behaviors, as well as to augment the current behavioral set with
new behaviors. Some of the proposed enhancements to the present DISAF include the following
mix of general and specific capabilities:

1. Enhance underlying models from tank-based to human-based. This has been partially
accomplished in the current version of DISAF. These enhancements include:

• Collisions. The ModSAF tank collision model was designed to support infrequent
collisions. Tanks are designed to stay away from buildings, other tanks and terrain
obstacles. Individual Combatants, on the other hand, anticipate frequent collisions. ICs
are expected to be in close proximity to each other and to terrain objects used for cover.
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ICs are required to slide along walls (generating multiple collisions at the tick rate) and
move in tight formation in confined spaces.

• Formation Keeping. Tanks are required to move and halt while maintaining static
formations. The ModSAF model to support this requirement assumes that an entire tank
platoon can move from point A to point B in static formation, with the exception of cases
involving bridge crossings. ICs are required to continually change formation to match the
MOUT environment.

• Physical Model. Tanks utilize turrets that rotate on top of hulls. This configuration is
static in that the main gun and vision blocks are always in the same position relative to the
turret. The turret is always on top of the hull. ICs have a requirement for a head and a
body that change relative position to support various postures. This requirement has
numerous ramifications with respect to sensor positions, weapon positions and the IC
dimensions used for collision detection and visual recognition.

• Movement. Tanks perform route planning with a low frequency 2 Hz controller, since
tanks maneuver relatively slowly and with gradual turns. In MOUT, ICs require precise
movement that has required design and development of a higher speed 15 Hz controller.
Otherwise, ICs would miss waypoints by a significant amount and thus bump into walls
and other obstacles.

2. Civilian entities. Adding civilian entities requires changes to the units editor and to object
definition data compiled into DISAF.

3. Night vision. Enhancing night vision realism requires only minimal code changes, but also
requires collection and validation of data for realism.

4. Terrain Database. (one of the following):

• Volume-buildings. Modifying the terrain library to allow entities to use the tops of
buildings is a moderate coding change; it requires significant integration testing because it
potentially impacts other parts of DISAF. This enhancement might also require modifying
the terrain database to correct problems in the volume buildings.

• MES buildings. Adding MES buildings would probably require improvements in the
DISAF display code. Encoding all of the buildings in MES format is a significant task and
may warrant extensions to the MES editing tool developed for DWN.

5. Behaviors:

• OPFOR snipers. Introducing OPFOR sniper behaviors requires adding new behavior
libraries to DISAF.

• OPFOR Guards. Introducing OPFOR guard behaviors requires adding several new
behavior libraries to DISAF.

• Hostages. Introducing hostage behaviors requires adding new behavior libraries to DISAF.

6. Suppression. Adding suppression effects requires modifications to many DISAF libraries, and
possibly the addition of new behaviors.

7. Hand grenades. Adding hand grenades requires an extension to the physical model of the IC
to model deploying and throwing actions, and the addition of a new munition entity with free-
fall dynamics.
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8. Aural Sensing. Aural sensing requires the addition of a new library to DISAF to model the
physics of (simple) sound generation, propagation, and detection.

SSE System

From an overall system perspective, major enhancements should involve: 1) verification that data
is generated that supports the MOEs and MOPs desired by the user, and that the means is
provided to monitor and collect this data, 2) migration of the SSE to HLA, 3) verification and
validation of the system, and 4) terrain database generation process improvements, including
SEDRIS compatibility.

1. Data generation. Data elements must exist that support the development of the MOPs and
MOEs that the user requires. This data must be published on the network where data
monitoring (stealths) and collection (loggers) devices reside. Historical measures can be
collected to define the data set that should be supported initially.

2. HLA. In the short term, any requirement to interoperate with HLA devices should be
accomplished through the use of a gateway. As the SSE components offer HLA-compliant
versions, upgrades to these versions should be procured. This allows greater flexibility in data
exchange and collection to support several of the proposed enhancements, although DIS
work-arounds can be implemented in the short term. The anticipated order of migration is the
SVS first, then DISAF (through OneSAF). If this holds, SVS systems would initially have to
communicate with DISAF through a gateway. The implementation of this hybrid SSE would
require careful construction of individual SOMs and the collective FOM. Support equipment
such as stealths and data loggers are, or certainly will be, available in HLA form by this time.
These support systems could be replaced with HLA versions (the preferred approach) or
could reside with DISAF on the DIS side of the gateway.

3. Verification & Validation. The V&V processes described in Section 3.6 for the VICs and
DISAF should be implemented to insure to the maximum extent possible that the data
generated by the SSE will be meaningful and valid for the purposes intended by the user
community.

4. Terrain Database. The ability to import SEDRIS databases should be provided. In addition,
there is a need for an integrated database generation process that supports creation of
correlated databases for both the DISAF and the VICs for all types of environments.

Demonstration of Enhanced SSE Performance

The development effort to incorporate the proposed SSE enhancements should culminate in a
demonstration of its capability. The scenario outlined in Section 3.5.2 should be fleshed out and
run as a User Exercise. Data, both objective and subjective, supporting pre-defined MOEs should
be collected and compared to prior DWN efforts. Hopefully, members of the potential user
community can provide input to the MOE definition process, so that they can gain some insight of
the SSE to provide quality data to support their test objectives. The acceptance of the SSE as a
viable modeling and simulation tool by the user community is the primary motivation to defining
and implementing the proposed enhancements.



ADST-II-CDRL-DWNERT-9800263A
March 17, 1999

UNCLASSIFIED 80

4. Schedule of Activities

The following table summarizes the major project milestones.

MILESTONE DATE
Contract Award 12 September 1997
DWN Capstone Study Initiated 05 October 1998
In Process Review (Orlando) 05 November 1998
CDRL AB09 Submittal 30 January 1999

5. Deliverables

5.1 CDRLs

This document fulfills the CDRL requirement for this effort:

a) AB09, DWN Capstone Study Report

5.2 Hardware and/or Software Deliverables
a) Not applicable
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7.0 Acronyms
- A -

AAR After Action Review

AAWS-M Anti-Armor Weapon System - Medium

ACR Advanced Concepts & Requirements

ACTD Advanced Concepts Technology Demonstration

ADST II Advanced Distributed Simulation Technology II

AFB Air Force Base

AMSAA US Army Materiel Systems Analysis Activity

ARI Army Research Institute

ARL/HRED Army Research Lab/ Human Resources and Engineering Directorate

ARTEP Army Training Evaluation Program

AUSA Association of the United States Army

- B -

BAA Broad Agency Announcement

BDI Boston Dynamics, Inc.

BFV Bradley Fighting Vehicle

- C -

C4I Command, Control, Communications, Computers, and Intelligence

CAD Computer Aided Design

CASTFOREM Combined Arms and Support Task Force Evaluation Model

CATT Combined Arms Tactical Trainer

CCD Charge-Coupled Device

CCH Computer Controlled Hostiles

CCTT Close Combat Tactical Trainer

CDRL Contract Data Requirements List

CGF Computer Generated Forces

CGSD Computer Graphics Systems Development Corp

CIS Combat Instruction Set

COMBIC Combined Obscuration Model for Battlefield-Induced Contaminants

COTS Commercial Off-the-Shelf

CRT Cathode Ray Tube
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CTDB Compact Terrain Database

- D -

DBBL Dismounted Battlespace Battle Lab

DI Dismounted Infantry

DISAF Dismounted Infantry Semi-Automated Forces

DIM Dismounted Infantry Module

DIS Distributed Interactive Simulation

DIVE Dismounted Infantry Virtual Environment

DO Delivery Order

DOD Department of Defense

DSS Dismounted Soldier Simulation

DWN Dismounted Warrior Network

DWN ERT Dismounted Warrior Network Enhancements for Restricted Terrain

- E -

ECP Engineering Change Proposal

ES Entity State (PDU)

ESIG Evans & Sutherland Image Generator

EST Engagement Skills Trainer

- F -

FATS Firearms Training System

FEA Front End Analysis

FOM Federation Object Model

FOR Field of Regard

FOV Field of View

FT Fireteam

- G -

GAT Government Acceptance Testing

GFE Government Furnished Equipment

GOCO Government Owned Contractor Operated
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GUI Graphical User Interface

- H -

HITL Human in the Loop

HLA High Level Architecture

HMD Head Mounted Display

- I -

IC Individual Combatant

IC SAF Individual Combatant Semi-Automated Forces

ICTDB Improved Computer Generated Forces Terrain Database

IFV Infantry Fighting Vehicle

IG Image Generator

IHAS Integrated Helmet Assembly Subsystem

I2 Image Intensification

I/ITSEC Interservice/Industry Training, Simulation and Education Conference

INCOMSS Individual Combatant Modeling and Simulation Symposium

IR InfraRed

IUSS Integrated Unit Simulation System

- J -

JCATS Joint Conflict and Tactical Simulation

JCM Joint Conflict Model

JTS Joint Tactical Simulation

- L -

LED Light Emitting Diode

LMIS Lockheed Martin Information Systems

LOS Line of Sight

LW Land Warrior

LWTB Land Warrior TestBed

- M -
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M&S Modeling & Simulation

MC SAF Marine Corps Semi-Automated Forces

MCSF Marine Corps Synthetic Forces

MES Multiple Elevation Surfaces

ModSAF Modular Semi-Automated Forces

MOE Measure of Effectiveness

MOP Measure of Performance

MOUT Military Operations in Urban Terrain

MPIM Mult-Purpose Individual Munition

MWS Modular Weapon System

- N -

NAS National Academy of Sciences

NAWCTSD Naval Air Warfare Center - Training Systems Division

NBC Nuclear, Biological, Chemical

NET New Equipment Training

NLCIS Natural Language Combat Instruction Set

NPS Naval Postgraduate School

NRC National Research Council

NTC National Training Center

NVESD Night Vision Electro-Optical Systems Division

NVG Night Vision Goggles

- O -

ODT Omni-Directional Treadmill

OICW Objective Individual Combat Weapon

OPFOR Opposing Forces

OSF Operational Support Facility

OTB OneSAF Testbed Baseline

- P -

PC Personal Computer

PDU Protocol Data Unit



ADST-II-CDRL-DWNERT-9800263A
March 17, 1999

UNCLASSIFIED 87

PMO Program Management Office

PVD Plan-View Display

- R -

R&D Research & Development

RBD Reality by Design

RD&E Research, Development & Engineering

RDA Research, Development & Acquisition

RPR Real-time Platform Reference

RTI Run-time Infrastructure

- S -

SAF Semi-Automated Forces

SAST Small Arms Simulator Testbed

SAW Squad Automatic Weapon

SEDRIS Synthetic Environment Data Representation and Interchange Specification

SGI Silicon Graphics, Inc.

SME Subject Matter Expert

SMOC Simulation Middleware Object Classes

SOM Simulation Object Model

SOW Statement of Work

SSE Squad Synthetic Environment

STOW Synthetic Theater of War

STRADIS Simulation and Training Aid for Dismounted Infantry Soldier

STRICOM Simulation, Training & Instrumentation Command

SUTT Small Unit Tactical Trainer

SVS Simulation Visualization System

SWCIS Software Combat Instruction Set

- T -

T&E Test & Evaluation

TEMO Training, Exercises, & Military Operations

TIM Technical Interchange Meeting

TRAC WSMR TRADOC Analysis Center - White Sands Missile Range
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TTES Team Tactical Engagement Simulator

TTP Tactics, Techniques, and Procedures

TWS Thermal Weapon Sight

- U -

USAF United States Air Force

USAIC US Army Infantry Center

USEX User Exercises

USMC US Marine Corps

- V -

V&V Verification and Validation

VE Virtual Environment

VGA Video Graphics Array

VIC Virtual Individual Combatant

VMF Variable Message Format

VR Virtual Reality

- W -

WISE Walk-In Synthetic Environment


